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10.1 Introduction

= processes of corrosion begin and terminate at very thin surface layers.

mosive attack of a metal is initiated when a protective or ‘passivating’
nide surface film is ruptured, allowing contact between the active metal and
“ invading atomic or molecular species. Re-passivation can result from
-/+=rage of the surface by as little as a few atomic layers of a chemically inert
“tance. Corrosion science involves understanding both aspects—the
~“4ses as well as the prevention of the chemical degradation of a metal. The
“ialysis of such thin surface films using the many techniques available should
“erefore have been an carly topic for exploitation by surface scientists.

Ihe fact that this was not the case has had as much to do with the concern
YL most corrosion scientists with a vast array of practical materials problems
“ with the desire of many surface physicists or chemists to study less complex
wrtace interactions. Contacts between the two disparate groups generally
‘wcurred when an actively corroding specimen was analysed for §.urfuc_e com-
Poston. The results of such investigations often told the corrosion .w;cntl;lb
much about the surface in guestion, but less about the true origin of t s
“romon. Thus, only in the past two or three years have there been conCC:;“
IoInt attempts 1o address the question of corrosion initiation and passiva
using surface analysis technmiques. . -

The scope of sul); e chcm?suy and physics related 1o cOrrosion pr‘?C:\%&ol:
ndeed broad 1 the topic s delined as the understanding of the nm:-mgn :
prevention of metal deterioration in the environment, the scope c"lcf‘th\r:c.
beyond the traditional testing ol metal durability o agueous "“'dll‘l',' ‘thc
trochemistry has become one of the most important l(n)(a in ('.‘(‘)ﬂlﬂ} ing :
number and rate of Processes occurring at o metal intertace. I'he combine
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I —— surface ';m;llysis is particularly promising and ,
number of examples are discussed in this cllmptcr.‘ M:m)f cormsionwela‘ed
problems involve as much metallurgy as chcnmlry..( orrosive attack of Metalg
frequently occurs |m'lcrcl_lllil”\ along boundaries between the metallic
grains: heating and mechamical llCiIlIllL‘!lls ol the metal have strong effecys on
such intergranular corrosion. Metallurgists, themselves, have made ample yge
of .xul'lucc]ccl“"q““‘ particularly Auger C]L‘c‘gr(ln spectroscopy, to understang
processes such s gram hnuml'.'ny segregation and alloy sensitization (see
Chapter 7). However, few studies have yet used surface techniques to g
corrosive mvaston within metallic microstructure and fewer still have related
surface effects to corrosive cracking under mechanical stress. The relateq
microstructural phenomenon of surface pitting also has just begun to receive
attention from surtace scientists. The potential importance of such work wil
also be discussed mn this chapter. The development of new methods and
materials to provide surface protection is an area where analytical techniques
are being more rapidly adopted. Some studies of organic and inorganic corro-
sion inhibitors are thus described in this chapter.

The carliest tool of the corrosion specialist used in surface studies was the
optical microscope. This, coupled with a number of preferential chemical
etchants, has allowed analysis of cross-sections cut through a corrosion film
on a metal substrate. The surface distribution and homogeneity of corrosion
films as thin as 5-10 gum can be determined in this way. Crystallographic
structure of such a film (if any) has sometimes been determinable by X-ray
diffraction techniques. A major improvement to film analysis came in the
1960s with the general availability of electron probe microanalysis. With the
electron microprobe an X-ray fluorescence elemental analysis could be made
of a spacial region as small as 2 pym, thus allowing films to be analysed
chemically in cross-section.

These techniques were, of course, only applicable to cases where corros§0!l
was rather extensive and uniform and certainly could not provide information
on the nitial surface attack, on surface microstructure or on the detailed
chemistry of any thin film playing a passivating role. The arrival of the elec-
tron spectroscopies in the early 1970s thus marks a watershed, beyond which
a number of new approaches to corrosion science were possible.

Discussion of surface techniques in this chapter is limited to X-ray photo-
electron spectroscopy (XPS or ESCA) and Auger electron spectrosCOPY
(AES), in accord with the topics covered in this volume. Indeed, m‘?s‘ -
corrosion-related surface studies have used those techniques Cxclus'wfly'
Where limitations to these techniques exist, alternative approaches using
other well-known surface techniques will be described.

In an attempt to provide information useful to specialists in ei n
science or surface analysis, the first section discusses aspects of the _Cle"'“o
spectroscopies which are particularly important for corrosion studies.

ther corrosion
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10.2 Special Aspects of XPS and AES for Corrosion Studies

10.2.1 Surface sensitivity

The 100- lQOU eV clcclrm)s analysed in typical Xps and AES experiments
have mean t_rcc p.;nFls ranging from 1 to 3 nm.* Thus, given the sensitivity of
aither techmique, 1t s nonpally casy to detect a single monolayer of a passivat-
ng film on a substrate of different elemental composition. In certain cases,
where chenuical shifts are appreciable, XPS has been able to detect a top
monolaver which differed only in chemical structure from the substrate.

Where lamellar layers of corrosion products are expected, the thickness of
the uppermost layer on an infinitely thick substrate can be determined from
the exponential relationship given by equation (5.27) in Chapter 5. It is
possible 10 determine whether distribution of the top layer is lamellar or
nland-like by measuring the angular® or the kinetic energy dependence of the
Auger electron or photo-electron intensities from the overlayer and the subs-
trate. C astle’ was able to use switch between two X-ray sources of different
energy and compare the XPS intensity ratios obtained with results calculated
tor a lamellar model. If lamellar behaviour is confirmed, the uptake OI_?S
many as 10-20 monolayers should be measureable. In the f}xture. ctlt.'.'.tl:llie:e ;:1
more complex surface distributions may be able to be followed quant >
using scanning Auger microscopy (SAM).

Initial oxidation films fequently consist of se le energy dependence
lerent composition; in such cases even very careful- a‘ng. Pk S
studies may still yvield an ambiguous model of th? l‘._\cl}_-d- : l;car the surface
oxidized Alloy 600 surface showed nickel and iron OXI c\bn more surface-
and chromium oxides nearer the metal ipterlel-t‘éis’;nw:;mquired to show
sensitive technique, low energy ion scattering ( oxide.*
that the top monolayer consisted uniquely of iron o

veral very thin layers of dif-

10.2.2 Elemental sensitivities ance 10 corrosion

: . s of import :
Both XPS and AES are sensitive to all Llcmcn:b\:,) alu::i)c number elements
scientists, excepting hydrogen. Access 10 the Of or oxygen analysis of m::*rm;I
(below Z = 11) has been particularly lm.[”"*:":"lhc binding eneray have bot

1 i 1 ity 4 i
sion films; knowledge of the O 1y intensity < - ation:
been extremely valuable in passive film @Jh{ff‘;‘;‘c high background ca‘u\-:;z
The detection sensitivity in XPS is limited bY 1% TP pecorum.

by the predominance of encrgy-degraded clec
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4l X-ray sources and counting times of practical durgy;
O l; |rn elemental detection himits (signal/nose = ';_;” fange
; a1 of the total composition I his means that ma

monsd
(approximate Iy

| 0 and O | per cc

i ursors such as chlonde or phosphate are barely or not 5 all
UL

jer many circumstances. Unless the count rate cap be
provmately an order of magnitude) from s pres.
a tool for studying only the major

(III’II."\"'I” I
detected hy NPPS un
improsed wabwtantally (ap

ent status NS wall cltectively remanm

phascs 1in 4 COrrasion
With a lew i.‘\u.‘;'blu

svatem .
s, cquivalent AES detection limits tend to be some.

what poorer than XPS. There are several reasons for Ihn.c. (see (Th;iptc_r 3). but
for Many COrrOsIon spPecimens, clectrical charging “_f m«ul;mng nydcg and
hydronvides 15 probably the most significant cause. Such charging is mainly
controlled by using very low pnimary clectron beam currtfnts. but lhis_. in turn,
greatly increases counting times. The potential of AES for detecting some |
minor and trace constituents, such as chloride, is greater than for XPS since : |

distribution of these is often quite localized.
Ihe inability of XPS and AES to detect hydrogen is a definite imitation for

corrosion rescarch, Hydrogen is an important film constituent in the form of "
hydrates and hydroxides. In addition, metal hydrides which are formed in
some systems are precursors to brittle fracture. Alternative methods for study ¥
of hydrogen are secondary ion mass spectrometry (SIMS) or nuclear mic-

roanalysis.

10.2.3 Quantitative analysis

A number of quantitative models for XPS and AES, with and without the use
of standards, are discussed in Chapter 5. Several adaptations of these, particu-
larly suited 1o corrosion film analysis have been developed. For XPS studies,
probably the most complete *‘first-principles’ model was developed by Asami,
Hashimoto and Shimodaira,™ and is particularly suited to the analysis of thin
passive oxides on alloy substrates. Equation (5.27) in Chapter 5 was modified
to account for the attenuation effect of a carbon contamination overlayer and
the differimg densities of the oxide film and the metal substrate. The atomic
fractions of chemically differentiated species were obtained in this way, even
allowing for hydrogen content, estimated from the —OH and bound water
detected (see below). This model has been successful in dealing with a surface
oxide composition on a metal alloy substrate of quite a different composi-
tion.” In Figure 101, a comparison is made of the surface oxide compositions
on a chromium-molybdenum steel as a function of anodic polarization poten-
tial in hydrochloric acid. The Fe 2p, ., Cr 2p. . and Mo 3d XPS spectra were
integrated, and were also curve resolved (see Appendix 3) to separate the
lower binding energy metallic component from the oxide component of the
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Figure 10.1 Quantitative measurement of compositions of oxide surface films and

substrate alloys. Analysis of a chromium-molybdenum steel electrode polarized in 1M

HC1 for 3600 s. (a) Weight fractions of cations in the oxide film are plotted as a

function of applied potential. (b) Weight fractions of metal constituents in the stainless

steel are plotted as a function of applied potential. The solid lines give the composition

of the bulk steel. (Reproduced by permission of K. Hashimoto, K. Asami and
K. Teramoto?”)

spectrum. The sums of these separated metal and oxide intensities were used
to calculate the thickness of the oxide film, and this, in turn, was used in the
calculation of the oxide and metal alloy compositions. The validity of the
quantitative model is supported by the agreement between the known bulk
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Figure 10.2 Quantitative XPS analysis of well-characterized metal oxides. Bulk
oxygen/metal ratios are plotted against corrected O 1s/M 2p ratios for a number of

chromium and iron oxides. (Reproduced by permission of K. Asami and
K. Hashimoto'’)

alloy composition and the values consistently obtained for the metal substrate
XPS analysis (see Figure 10.1b), despite major changes in the composition of
the overlying oxide during the experiments.

Asami and Hashimoto have also calculated the compositions obtained from
known oxide structures using this same XPS model."" Only one electron mean
free path value was used for each photo-electron line, regardless of the chem-
ical structure of the element. Figure 10.2 compares the known oxide/cation
ratio for a given oxide with the O 1s/M 2p intensity ratio, corrected by the
model for mean free path and contamination layer. The very good agreement
for most oxides shows that it is vahd to use a single mean free path value in
such studies. Moreover, average O/M photo-electron cross-section ratios for
chromium and iron oxides can be derived from the slopes in Figure 10.2.

The determination of the quantity of different types of oxygen present in
the corrosion film is important, particularly where hydration and hydrox-
ylation of the surface may affect its passivity. Asami e al."' have been able to
account quantitatively for three different types of oxygen—metal oxide, metal
hydroxide and bound water. Metal oxide and metal hydroxide bonding is
detected on the basis of chemical shift; the bound water is determined as the
difference between the total integrated O ls intensity and the intensity
accountable as bonded to cationic species detected over the entire XPS spec-
trum.

Other quantitative XPS studies of corrosion films have made use of stan-
dards to differentiate oxide and metal constituents.® Although this approach
is less flexible than that described above, it also appears to achieve reasonable
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quantitative separation of major oxide and metal phases using a spectrum
analysis method that can be automated

Quantitative analysis by AES appears to have been carned out largely with
standards, although a general ‘first principles’ approach s well documented
(see Chapter §). The problem of the quantitative contribution of underlying
atomic layers to the r\‘ugm clectron spectrum has been treated by an.‘_ Le
Héncy and Longeron' using the multiple surface layer model Quantitative
AES depth-profile analysis of a concentration gradient through a 5 -6 mono-
layer corrosion film 1s made more difficult by contributions from the underly-
ing layers, themselves of somewhat different composition. The differential
method uses composition information obtained further into the film during a
depth prolile to back-correct the preceding compositions. To be most effec-
tive, this method requires that new compositions be obtaineg every mono-
layer (~0.3 nm) in the depth profile. This method has been used to mprove
the depth resolution of AES composition profiles through passive films on
Alloys 600 and 800."" Figure 10.3(a) shows the onginal depth profile made
with AES line intensities, while Figure 10.3(b) shows the profiles of atomic
fractions obtained after differential treatment of the data. as discussed above.
Distinct maxima in chromium and iron concentrations within the surface
oxide become evident in Figure 10.3(b) as a result of the removal of intensity
contributions from underlying layers. The model of Pons, Le Hercy and
Longeron has been extended by Mitchell’* to include a simplified expression
for the Auger electron absorption of each successive overlaver. In addition,
the statistical nature of the sputtering process was taken into account using a
modified Poisson distribution.

10.2.4 Spacial resolution

In XPS., the surface area sampled is of the order of several square millimetres,
as defined by the solid acceptance angle of the electron optics. Thc.irradiating
X-ray flux normally covers a larger arca. By contrast, the minimum area
analysed by Auger clectrons in the most recent scanning Auger microprobes
is as small as 0.01 gm’. ' o | .
The low spatial resolution of XPS is a serious handicap in sltudymg: sorr:;.
corrosion problems. COrrosion processes by their nature are often Ioc.xlge g
many reactions are initiated at surface kinks, grain bt_mndﬂflc? or C:f"“':-
Unless such phenomena can be generated art_:hclally. mlatc‘d tr.on:l _;_.:jm::*;é
ized surface corrosion, it is difficult 10 IMagine the use of a standar ‘\PS
instrument to study localized corrosion chemistry. Rcccmly.'a P““:c‘:g"_ b
system with a much-reduced X-ray beam diameter has been annou .

i sources with
development, as well as the use of powerful synchrotron photon souf

*Surface Science Laboratones, Inc., Sunnyvale. Cahforma
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Figure 10.4  AES line scan of chromium, manganese and titanium distributions on an
Alloy 800 surface oxidized at 600 °C for | min

reduced beam diameters, could lead to exciting new areas of research in
corrosion chemistry.

The analysis of localized corrosion products by AES is well known to be a
major advantage of the technique. Spot analyses of regions (e.g.. pits a_nd
crevices) 1 um apart are routinely made in studies of corrosion films. I__me
scans across a region changing in composition are particularly valuable, since
a number of elements can be monitored simultaneously, and intensity refer-
ences can be established. Figure 10.4 shows line scans of chromium, mangan-
ese and titanium made across an Alloy 800 surface oxidized at 600 Cina
flowing oxygen atmosphere.” Manganese and titanium distributions are
highly localized and probably affected by the grain boundary intersections

Figure 10.3 Differential treatment of AES depth profile data for lerﬂWCd depth

refolr:tion. (a) AES intensity depth profile of an Alloy 600 sur_face pa-:fsl'mmd pq:«_:n-

tiostatically at 0.8 V(NHE) for 30 min in 0.5N H,S0,. (b) Differentia coir?pos:lloon

profiles of data from (a) expressed in terms of atomic fractions for ]!:h. Cr, Fe and O.
(Reproduced by permission of M. Seo and N. Sato™)
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with the surface.
of the temperature whie
the flow of gas that direction

Ihe distribution of titanim is, moreover, a strong function
h is altered with distance along the surface because of
I he reconstruction of spacial distributions i
the form of Augermages 1t qualitatively useful for cnrrmmr? ‘{“Nllcs, Auger
maps showing chromium ennichment along ﬁgf:::n boundaries has beep
obtained for 304 stanless aeel heated to 1000 7C."" Many other examples of

scanning Auger imaging may be found in the hiterature.
E . : -~ . -

10.2.5 Depth profiling

Analvsis of a corrosion film to a depth greater than 2nm usually involves on

hombardment coupled with simultaneous analysis by AES or sequential

analvsis by XPS. Much has been written of the structural damage imparted by

jon beams to onxide surfaces (see Chapter 4). Knowledge of this 1s important

if oxide lavers are to be chemically or quantitatively charactenized during
profiling. Some beam damage has been found to result in chemical alteration
of metal oxides—severe in some cases and tolerable in others. Reports of the
extent of chemical alterations on the same oxide system vary, suggesting that
system geometry is important. For example, numerous workers have reported
the decomposition of iron oxides to FeO under low-energy argon ion bom-
bardment. Some' " '* find that FeO is reduced further to the metal, while
others™ - find that FeO is a stable product. If preservation of steady-state
sputtering of an oxide structure does not result in 1ts reduction to a metal,
oxide and metallic phases can be distinguished quantitatively during a depth
profile. Of the typical first-row *corrosion’ elements, McIntyre and others™ ™
have found that chromium, cobalt, nickel and iron are not reduced to the
metal by 1on bombardment, under their experimental conditions.

Such a detailed analysis of the relationship between oxide and metal phases

is only possible in XPS, where oxide metal contributions 10 the spectrum are
well separated. Figure 10.5 shows cumulative presentations of oxide and
metal phases on Alloy 600 surfaces, oxidized at 300 °C in 5 and 0.01 per cent
oxygen gas mintures. The major difference is the continuation of a nickel
oxide phase deep into the substrate for the sample oxidized at higher oxygen
partial pressure. Such effects would be unlikely to be detected using AES.
‘ It goes without saving that differenniation of oxide chemical structures after
on bombardment 1s usually impossible. Higher oxidation states are reduced
and dehydration has occurred. Other non-destructive methods for depth pro-
filing may. at tmes, prove useful, if a bit tedious. Mechanical milling of
COTTOSION surfaces using an in sicw ball mill may be useful for determination of
chemustry changes in oxide surfaces. The technique is now used with AES to
profile rapidly through very thick films.** Chemical milling, which has been
used for chemical depth profiles of semi-conductor surfaces.”’ may also be
useful for analysis of some oxide films. )
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Figure 10.5 XPS depth profiles of surface films on Alloy 600 grown at 300 "_C under
two different oxygen pressures: (a) 0.01% O,, 5 min; (b) 5% O,, 5 min

10.2.6 Experimental techniques

10.2.6.1 The corrosion experiment

Over half of the surface analytical literature on corrosion describes analyses
of specimens from contrived corrosion experiments, rather than the study of
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matenal from an actual corrosion problem. A wide range of _tcsts ba}'e been
documented in the corrosion literature to simulate cnndtt_tons. of prting, cre.
vice COITOSION, SITEss COrrosion of gcm:‘ml surface attack. These tests are done
t« resembling ‘working” conditions for the matenal (¢ g. high.
pressure steam autoclave. replenished aqueous autoclave, in situ applied ten-
sile stress, etc.). The balance of studies imvolving corrosion, generally the
;'non.‘ fundamental. are carried out under electrochemical control in a cell, |y,
cither situation, the question of specimen surface preparation 15 'mf‘(‘flum_
unless very thick film thicknesses are expected. Surfaces prepared by mechan.
ical polishing (cold-workimg) exhibit different nmdul.um behaviour, depend.
ing on the degree of roughness of the surface,” while those polished elec.
m;chcmwall_\' may lose or gain surface components,’ Vacuum-annealed
specimens are probably best for more basic studies of alloy oxidation; since,
however, cold work is inevitably part of ‘real-world™ specimens, it is fre.

quently desirable to study the effect itself.

in environmen

10.2.6.2 Specimen transfer

Under many experimental conditions, and particularly for electrochemical
studies, it is necessary to protect the specimen from further chemical altera-
tion during transfer to the analytical chamber. The effect of atmospheric
exposure will, of course, be greatest when an active metal or alloy is removed
from the cell with a non-passive film on the surface. For certain relatively
non-reactive films, the specimen can be stored in liquid nitrogen during a
transfer.'” A more elaborate method of transfer is to use an inert atmosphere
glove box for the experimental cell and to transfer from this directly into the
spectrometer via an air lock. This has proven to be satisfactory for the
maintenance of UQ, , surfaces in a reduced state.” The most rigorous transfer
systems, however, allow no contact with any atmosphere. Such a system for
use with AES has been described,” and recently vacuum transfer chambers
for use with combined electrochemical-XPS studies has been reported.”*’

10.2.6.3 Vacuum effects

It is clear that the vacuum spectrometer results in the desorption of some
hydrates and the decomposition of some hydroxides. Asami and Hashimoto"’
found that a-FeOOH decomposed slowly in vacuum at 50 °C, losing 3 per
cent of its hydroxide every 100 minutes. Still, there is growing evidence that
even water bound within the oxide lattice is being reproducibly detected in
XPS O s spectra.*™* Water physically or chemically adsorbed on the surface
is, of course, more readily desorbed and creates some scatter in the analytical
measurements of XPS O 1s *bound water’ intensity.” The detection of bound
water is an encouraging development for corrosion film characterizaton,
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since its presence has been linked 1o 4 degradatio

Further correlations of water content could be m
probe measurements before pn

n of the passive layer,

ade using nuclear mi
' : iIcro-
alter Xps analyss,

10.2.6.4  Beam effecty

The X-ray source in XPS causes much Jess surface dam
flux of electrons. However, X-ray-induced p
oxide systems have been reported
evidence tor these is likely to incre

age than an equivalent
artial reductions of some metal
(c.g. CuO—-Cu,0, CoOOH *Co0), and

' : ase with the introduction of more powerful
N-ray sources. Electron beams have been found to cause chemical decompo-

gl . T : s
sition, desorption of water and adsorbed ions such as chloride * and reduc-
tion of oxides™ under intense beam fluxes.

10.2.7 Chemical effects

In XPS the basis of the chemical shift of a core photo-electron peak is the
change in electrostatic potential on the core electron when valence electron
charge density is accepted or withdrawn from the atom (see Chapter 3). Thus,
a relationship exists between the binding energy and the chemical state of the
element. The presence of oxidized corrosion product elements can usually be
clearly distinguished from the same elements as reduced metals, on the basis
of their chemical shifts. Often, it is also possible to differentiate oxides of
differing valence (e.g. CrO, * and Cr,0,) or oxide from hydroxide (e.g. NiO
from Ni (OH).. The chemical structure also influences other photo-electron
peak structures and many additional changes in oxidation states. Much of the
detail of the spectroscopic lineshapes and chemical shifts, which are charac-
teristic of different corrosion species, has not yet been tabulated in a form that
is readily interpretable by corrosion researchers. The characteristic.spcctro-
scopic changes are generally not large, and the reported data in the hteratur_e
often are in conflict or have error limits that are too large to be. useful. This
situation will improve as energy calibration procedures (Appendix 1) become
more standardized and methods for a more accurate definition of peak shgpc
and position are developed. Appendix 4 contains the most comp!ele cqmp!la-
tion of chemical shift data on compounds of interest to corrosion scientists
(i.e. oxides of the structural elements, iron, nickel, _chrpmigm, cobalt, copper
and manganese), and greatly extends earlier compilations in Ref. 34.
Well-characterized chemical shifts in AES are, in genera'l. r_estn-cted t_o
those between a metal and its oxide. It is quite likely that this situation will
change in the future with the growing number of higher resolution energy
analysers in AES systems. ’ o arinne: i e
A general review of XPS and AES chemical shifts is given elg:w ere in this
book. There are, however, a number of elements of particular interest to the
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etailed account of available oxide chemical shig

corrosion specialist, where A (.i e
data 1s useful. These are discussee |

10.2.7.1 Oxvgen | |
yprov. S30 ¢V) has been used extensively in the analysis of |

oxide surface species The hine has a n.'l;lli\le!" m”lr-”wh:’:lltt:r:::\ “?mmﬂrh ‘-
shape: this allows more accurate fitting of U'm[‘.” i ( 4 ‘ 4lions. Ap
extensive review of O 1y binding energies of metal oxides has been reported
v Johnson * Although 1t appears that no simple correlation can be drawn
herween metal ontde bond character and O Is hmdmg energy. differenceg
hetween experimental values for some ux:dqs are \UffIClE.n”‘V large !U'alln;.
differentiation. One example of this is the shift between CuO and Cu O *”
Differences between hydroxyl oxygen (OH ) and oxide oxygen (O ) are
usually recognized by an O 1s shift of 1 to 1.5 eV. For example. the oxygen
line associated with N1O is located at 529.6 = 0.2 eV, while that Af“or Ni(OH),
is located at a distinctly higher binding energy of 531.2 = 0.2 eV." Further,
the mixed oxide-hydroxide compound FeO(OH), contributions from each
oxvgen can be clearly distinguished in the O 1s spectrum."” The identification
of water on surfaces from the O 1s spectrum is more difficult. Bonding of
water molecules in different surface configurations apparently causes binding
energy shifts over more than a 3 eV range. Norton™ found that solid frozen
water has a binding energy of ~533 eV, while Asami and coworkers find little
difference between a hydroxide O s binding energy and that for water bound
in the lattice (531 eV).”™ The broad envelope of O 1s intensity frequently
detected in the range 531-534 eV suggests a multiplicity of forms of chems-
cally and physically bound water on and within the surface. Unfortunately
chemisorbed and physisorbed oxygen and hydroxyl are also found in this
energy range.
Experimental Auger electron oxygen linewidths have been too broad for
much use in chemical identification. Lattice oxide and chemisorbed oxygen
have been identified in one structure.™

The O 1s hine (3]

10.2.7.2  Titanium

XPS studies have shown that Ti0, can be clearly distinguished from TiO
ll?c T 2pcspectrum, ™ U TN, a compound [xu'cmiallv formed within some
high durability surfaces, can also be distinguished from TiO and TiO, on the
basis of the Ti 2p . chemical shir.* .

The Auger L M.V spectra of TiO and TiO, are shifted by 2 eV, thus
allowing their chemical identification by AES.“ Lineshape changes in this
transition have been used to ditferentiate metallic titanium and TiH,."
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10.2.7.3 Vanaduim

A chemical shift of about | eV
VO. using XPS. AES studies in this ca
than those lrom XPS. A series of oxides of different +

o

storichiometrnies have been characterized , vE
" using the v, /
Auger transitions M, Vand LM M.

10.2.7.4 Chromium

Chromium oxide species are usually determined in XPS studies with the Cr
2p . lime. Chromium (1) and chromium (V1) oxides are fairly readily se

arated on the basis of the large (-2 eV) chemical shifts.* * Chromium tll‘l:
oxide (Cr.0O,) and the hydroxides (Cr(OH), and CrOOH) can also be distin-
guished by a smaller shift (~0.5 ¢V) in binding energy."" ** Multiplet splitting
of the Cr 2p ,, line'" may be useful in characterization of chromite structures.

10.2.7.5 Manganese

Several manganese oxides of different stoichiometries have been measured by
XPS.” MnO and MnO, appear 1o be particularly distinguishable on the basis
of their Mn 2p,, binding energies and peak shapes.*’

10.2.7.6 lIron

Several XPS studies of iron oxides have been made.'" ** ** Fe 2p photo-
electron spectra of ferric and ferrous oxides are particularly complex. because
of the large amount of coupling between the core hole created by photo-
emission and the high spin states of iron. Some of this complexity can be
exploited for analytical purposes, since the spectral line shape is quite sensi-
tive to chemical changes. This can be seen in Figure 10.6 where the Fe 2p.,
spectra of a-FeOOH, a-Fe,0,, Fe,0, and Fe(COOH), are compared. The
iron (I11) hydroxide peak centre (Figure 10.2a) is shifted about 1 eV to higher
binding energy than that for a-Fe,0,, a-Fe,0, and y-Fe O, (not shown) can be
distinguished on the basis of the splitting in the main peak. Magnetite (Fe 0,)
contains both Fe' and Fe'", both of which contribute to the Fe 2p , spectrum
with the two overlapping components in Figure 10.2(c). In real-lite speci-
mens, unfortunately, Fe O, surfaces are not usually as clearly identifiable
since exposure to air causes partial oxidation of Fe;0, to Fe,O5. Finally, some
organo-iron compounds which are of interest to corrosion §1ud1c5 can be
characterized separately from the oxides. In Figure 10.2(d). ferrous oxalate
can be characterized on the bases of its prominent shake-up satellite (see

arrow. g =
Several iron (11) oxides are also of interest to corrosion scientists. The ke
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Figure 10.6 X-ray photo-electron spectra for some typical iron corrosion com-
pounds. Fe 2p,,; spectra are shown for (a) a-FeOOH: (b) a-Fe,04; (¢) Fe,0,; (d)
Fe (COOH),

2p 2 spectrum of FeO has a prominent shake-up satellite,’ as has the mixed
oxide FeMoO,.*

Sulphides of iron figure prominently in many corrosion studies. Surface
iron sulphides frequently undergo hydrolysis to oxides in air, greatly com-
plicating the spectra. However, Fe$ and FeS§, are found to have quite differ-
ent Fe 2p . spectra, again resulting from differences in multiplet interaction.
FeS, has a peak shape and position closely resembling that of metallic iron,"*
while FeS has a very broad peak centred nearly 2 eV higher in binding energy
than the FeS, position.

Several iron oxides have also been characterized by low kinetic energy
peaks in the AES spectrum. Ekelund and Leygraf™® have noted two indepen-
dent Fe LVV peaks at ~43 eV and 51 eV, respectively, and suggest that these
are related 1o Fe** and Fe'*, respectively. Seo er al.*” also note a third peak at
46 eV and suggest that divalent iron is denoted by peaks at 46 and 51 eV,
while trivalent iron is denoted by peaks at 43 and 51 eV.
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10.2.7.7 Cobalt

Onides of cobalt(11) and cobalt(111) yre differentiated in Xps o hei
ditferent magnetic properties. Paramagnetic cobalt(11) oxides il-nv\‘?g -
Jake-up satelhte 6 eV oabove the (o ., Wiimagnets

line, while the di [
\ . _ ¢ amagn
cobalt(111) oxides do not. Cobal(11) hydroxide and cobalt(1) oxide -1r:: ::"C
arated by a chemical shift of ~ 1.0+ 0.2 eV.'""" The cobalt mixed 0x1:d£-
S,

CoMoO, and CoALO,. are shifted ~0.5 ¢V 10 a higher binding energy *
10.2.7.8 Nickel

Unlike cobalt, only one oxidation state of nickel 1s believed to be prc'scm. for
all practical purposes, on oxidized nickel surfaces. A chemical shift of Approx-
imately 2 eV is found between the Ni 2p,, line positions for NiO and
Ni(OH).. thus facilitating identification of surface Ni(OH),."

The Ni 2p . . spectrum of Ni** in different oxide lattices also changes signifi-
cantly with the chemical structure, probably due to multiplet interaction.” In

5.3

8534 0av

(a)NiD

1

858 daVv

(bINiFe 20‘

L [ 1 1 Sl
N\ese.aav
() MIXED OXIDE
Ni:-Fe=i
1 1 ! 1 Lo
866 858 830

~——— BINDING ENERGY (oV) =
: ; . . 3es. Ni 2032
Figure 10.7 Photo-electron spectra of some simple and rgchnrf:!::l: 3!::‘:-‘& (N-i‘f,k
spectra are shown for (a) NiO: (b) NiFe.O,: (c) mixed 110
rato = 1)
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F'iggn:s 10.7(a) and (b) the Ni 2, peak maxima
!\l!-c,O‘.am separated by 1.5 ¢V In addition the N
sphit, while the peak for NiFe,0, is not.

for NiO and the spine|
10 main peak i clearly

10.2.7.9 (“)pp(r

(l'.'oppcr ha; been one of the clements most extensively studied by Xps
aterpretation of oxide spectral structure is probably more straightforward for

copper than for (.\lhcr transition metals. However, the oxides appear 1o trans.
form more readily on heating or irradiation.

T“‘O.Stiftic oxides of copper, Cu,0 and CuQ, are found n solid-state films
using XPS.™ In addition. a cupric hydroxide has been characterized by XPS

All three compounds are likely surface products of the corrosion of copper
fnczal. and their chemical differentiation from the metallic substrate s thus
important. In the case of cuprous oxide, photo-electron spectra are identical
to those for copper metal, within = 0.1 eV. However, as initially described by
Schoen.™ the X-ray induced Auger spectra of copper metal and cuprous oxide
(Cu L_,,‘M,‘_ M, () are significantly different and allow a quantitative character-
1ization™* of oxide or metal. If contributions from the higher valence oxides are
absent, the relative contributions of Cu,O and metallic copper 10 the spec-
trum can be determined by ratioing peak intensities at two different encrgies.
Copper L M, M, . Auger spectra of CuO and Cu(OH), are both shifted 0
different kinetic energies, compared to Cu,0. However, these peaks are
broad and are somewhat more difficult to characterize because of the large

number of discrete Auger lines under the envelope.

Characterization of CuO and Cu(OH), 1s normally accomplished using the
Cu 2p, , line. The principal Cu 2p ,, peak maximum for CuQ is shifted 1.3 =
0.2 eV above that for Cu,O, but this maximum is rather poorly detined with
respect to the Cu,O peak, because of significant broadening. probably
associated with multiplet splitting. The Cu 2p, , peak for Cu(OH); shitted
25 + 0.15 eV above that for Cu,0. Cupric compounds are also character
ized, in general, by the two strong shake-up peaks located 6 and 8 eV above
the principal Cu 2p . line."” The only difference noted between the shake-up
spectra of CuO and Cu(OH), is a change in the relative intensities of the two

peaks under the shake-up envelope.

10.2.7.10 Molybdenum

The corrosion behaviour o_f molybdenum,
steels, has been studied using XPS. Unllkc‘ th

| ' te of s¢
the spectral chunges with oxidation std . _
dcnul:nc are more predictable and are not accompanie
Thus Mo" and Mo"! oxides have been clearly charactenize

as a component in many stamnless
¢ first-row transiion clements,
cond-row ¢lements Like molvb-
d by satellite structure.
«d by chemical shitts
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( the Mo 3d line.™ A chemical shift of ¢ g o

. eV i
‘\{ +4 line position for MoO, and CoMoO), IS also noteq between the
0 N ;

10.3 Review of XPS and AES Applk-.“m“ in Cor -
rosion § ence

[he following section reviews the contributions X ps and A¥
soblems on @ matenial-by-material hasie Studies n
-'nh‘]“““ surface reactions of semi-conductor m

S to corrosion

Ot covered ire those

atenals and re:

- “: ; . actions
 more related to metallurgy than corrosion Surface reactions in fcllt to
: VO ving

ayvgen. water or other elements are considered. although many of the f

(LA AN, ) ¥ e : i - ) un-
Jamental studies of surface reactions on metals are not considered if they do
pot appear 1o have a direct bearing on corrosion processes.

10.3.1 Light metals

Bervllium oxidation has been studied using AES by Zehner. Barbulesco and
Jenkins™" and the surface segregation of trace silicon has been detected using
the energy loss peak below the Be KLL line. Anodic oxidation of single-
crystal aluminium, studied using AES, has been found to result in
stoichiometric Al,O; layers.*

By contrast, XPS studies of naturally passivated aluminium foils have iden-
tufied a number of hydroxides, as well as Al,O.." Aluminium films formed on
anodization in sulphuric acid have been shown by XPS to contain sulphate
and sulphide ion,*” as well as AlLO,. Scanning Auger microprobe studies
combined with tensile stress tests on aluminium-zinc-magnesium alloys
showed that the average grain boundary concentration of zinc, S sl
magnesium could be indirectly correlated with the stress corrosion plateau
crack velocity .

10.3.2  First-row metals and their alloys
the study of alloys

Almost all of ssent surface literature is devoted to a s
st all of the present surface Iit re described in

nvolving chromium, iron, cobalt, nickel and copper. These a
the following sections.

10.3.2.] Chromium

i 2% ” i etal have
XPS and AES studies of the solid-state oxidation of chromum m

o . ctive coatings on
been described by Conner.™ The stability of chromate prote

. - actioations® > which
a A e ez ,.Pb |n\‘c,\llg3tlon.\
Other metals has been the subject of several AN i iy g

Monitored, in particular, the oxidation state of ‘;hmnd idic solutions has
Passivation films on chromium surfaces in neutral a
been studied by AES™
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e alloy steels

The it OARiATRIR O pure ron has been sl:l'd‘lt“t: ‘I:: :;:’::.::“:u'l'l::n I:Lsfng XP§
amd AEN several clectiochemcal sut I.M» '- h‘ [[t:‘ 1, -.‘-[-[L . v Made
o I aguaaan QurTOs N O pure onin a borate bu L‘r‘ ‘ “-‘ C‘l)ﬂSllem
wron 1 the vnter portion ol the passive him suggests that the

anet ST o the ovnde results trom metal n.‘\ul:llum. quIF the f!ulcr por-
;.".“..;;\ om previpiiation ot ferous won. l)cplh prthc cwdgnce for

s BIRCITNT OVRK snvciunes based on O/M ratios sull requires confirmation
that wron Oy are not e reduced by ‘lhc on beam. Other solution ip.
Aahstars vnh as O L Mo, and As, O were (n.uml to be incorporateqd
0 AEe BIms 10 @ greater extent than was boron., ' The effect of chloride
oa = senctratng won onde passive films s well known. To dats:. however.
™ .:?t.x;:xi;: manporation into the film can be detected by AES ¥ or XPS.™*
Reocen: work © has sugeested that hydrocarbon content of the iron oxide
swrtade moreases with mereased chlonde exposure; this is attributed to the

o

o o hvdronnd and bound water groups from the surface during de-
pesnvanon. In addinon, chlonde attack was believed to result in an increased
wrtace awea of the onide. as evidenced by the high O 1Is binding energy
oo add phvasorded gas).

The moormoranon of wdide into a strained mild steel film has been fol-
wwed s & Tunchon of polanzation potential.” The measurement of iodine
coment of the film changes with potenual (see Figure 10.8). The film is no
onger stadbie 10 stress corrosion when iodine is not present.

An AES study of ron corrosion in nitrate solutions shows that the observed
maergranuiar o0rrosion may be the result of non-passivation of the carbide
phase m ths solution. ™
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. Binary iron alloys and stainless gpels

+ % 45
ja.5-e . 2 :

Jhase avdation of wron-chromium alloys and
il ey mvestigated by AES and xXps @ =

jed. a thin chromium oxide layer is observed 1o f
JJiI .

o overhng ron t?\ul}' layer. Baer™ has carried oyt Oxidations of 304 i
o stee] at SO0 C using a range of oxygen partal pressures With the u\:ln-f
Lanning AUEEr MICTOsCopy, he showed that lower partial press 5
the mitial growth of a pute chromium oxide, evenly distributed
cran surtace At high pressures the chromium oxide Was concentrated
acar boundanes and a m!.\_cd oxide was found over the gram itself. In
inother study™ the composition of the film formed on the gram surface of an
ko 26Cr alloy was analysed by AES and other methods following oxidation
210 torr O and 600 °C. After a few seconds of oxidation time. a duplex
nim was tormed, the outer layer being identified as a-Fe.O, on the bass of
the O Fe AES intensity ratio.™ An underlying layer of - Cr.O. was iden-
uned. partly with the aid of AES, and the metal alloy substrate adjacent to this
laver was shown to be depleted in chromium. Such information will assist
efforts to grow protective films on alloys as part of their pre-treatment before
service.™
The passivation of stainless steels during aqueous corrosion and the com-
position of its passive films have been one of the most studied subjects in
corrosion science. Both AES and XPS studies have shown that the
chromium concentration of the surface layer on Fe-Cr steels nses as the
passivating potential is approached.™ ™ ****" The chromium ennchment s
believed to result from a selective dissolution of iron from the oxide; in some
cases, iron is also found to be depleted in the metal as well™ Castle and
Clayton® and Asami, Hashimoto and Shimodaira®™ have examined the nature
of the passive film in great detail. Castle and Clayton determined a duplex
laver: the mner layer rich in chromium, the outer layer contauming much
hydroxide or bound water, held together with organy molecules. Asami,
Hashimoto and Shimodaira found that both hydroxide and bound water reach
¢ maximum in the film at the passivation potential, torming 4 hydrated
chromium oxyhydroxide (see Figure 10.9). |
The addition of molybdenum (o stainless steels IMProves COTTOSION TEaiy
tance, particularly from pitting attack. XPS studies™ ™ ™ have helped to den-
iy the role of molybdenum. It is proposed that hexavalent molybdenum
feacts with active sites on a dissolving surtace, where the nnyhy@mmic cannot
form. This Jeads 10 a decrease i activity at these sites and tormation of a
more uniform passive laver® (see Figure 10.9). A simular nmchmysm & Er‘t:
posed for the passivation of iron-molybdenum alloys. Two XPS studies ™
have shown that the major portion of passive oxide 1s an iron oxyhvdroxide;
only the active regions (i.¢. pits) were found to contain molybdenum. In one

ainless steels has been
For most lemperatures
orm mitially, followed by

L
t““-n\l\

ures favoured
over the alloy
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Figure 109  Surface concentrations of O° . OH  and bound H.O on steel surtaces

measured as a tunction o polarization potential in 1 M HCL For both Fe-30%(Cr and

Fe-30%Cr-2%Mo alloys the onset of passivation begins about —0.2 eV(\VS SCE).

The results here tor Fe-30%Cr can be compared with the cation concentratons tor the

same alloy shown in Figure 10.1(a). Note that the better reproducibility of the analye-

cal data tor the won-chrommum-molybdenum alloy mav be related 10 a2 more umform
passive layver. (Alter Asami. Hashimoto and Shimodaira™)

of these studies™ the molybdenum was identified as FeMoO,. Another study
of a molybdenum stanless steel, corroded in Ringen’ solution, did not detect
any sigmiticant molybdenum i the passive film ¥

Reactions of Fe-Crallovs with chlonde solution have been studied and
Wentiication of surtace chlonde has been casier than for iron. Saniman™
wed NPS 10 measure the ettect of solution chlonde \\\ncentra-l;‘ﬂ on the
surface uptake . Analvais of the tilm concentration and thickness showed that

chlonde mtake resulted tno S i
. M EAChange, not IeOmOrato him ress
ance o stamless steel oren e . i s s

g fumason i chlonde solution has also been
Anodic flms tormed on won - anckel ban
Bl onron - nckel allons
AOW also contaiming ma e and phos
photus and !\}\nxlt.““ Thas latter allov ha?g::il:md tt:lmnm t\bhxm:phorm m
the pasive film. Using AES peak s N the phosphe =, :nde ufed
} PhOoTuUs was n

ANy alloys have been compared with
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l'm\t'[.‘ b pt-msphllez lhl_S ‘form ot Pﬂievcd responsibl
et tential and l_lcna_: its lower dissolution rate. Anoth
K L. of the pative (","dc films on [‘C—Ni—('r—l)_.B alloys sh et AES-XPs
ud? hosphorus are. in fact, enriched within the passive r,".mow‘ed that boron
an?®  distributed in a layer behind a chromium oxide enri “:’"h most phos-
r*""lf; qudies of mtergranular corrosion in 304 staim: - I"Yﬁll:.""
,\":;;l.c‘«i that many graiu. boundary inpurities play S steel'”
2.@1‘“!““‘-‘ to attack. l-m: cxu_mpk". sulphur in non-sensitized steels ro
poic ntergranular corrosion in nitrate-dichro > P

mate solutions. Howey
SR 3 S. er,
romium depletion at the grain boundary has been demonstrated by AES

for specimens corroded in szO‘—CuSO, solutions.

38 have
a role in Increasing its

10.3.2.4 Cobalt and its alloys

An \PS study of the oxidation of cobalt in moist air'® showed that Co(OH). is
an initial reaction product on the metal surface. The anodic oxidation of pﬁre
cobalt has been studied by AES and the passive film has been character-
ized.'"”

The corrosion of cobalt-chromium alloys in neutral or acidic solutions was
found to proceed by selective dissolution of the cobalt.®” McIntyre, Murphy
and Zetaruk, using XPS, also showed that cobalt dissolves preferentially from
a cobalt—-chromium-tungsten alloy in alkaline solution at 300 °C. Gas phase
oxidations done concurrently show that a cobalt-rich layer (Co;0,) forms in
air; such outward migration of cobalt will enhance the preferential dissolution

in the aqueous phase.

10.3.2.5 Nickel and its alloys

The oxidation of polycrystalline nickel has been followed by AES.j‘“'“’" Miiller
etal."™ have been able to identify the formation of NiO ‘islands’ early in the
oxidation process. . _

Several investigations of Ni-Fe alloys have been report?d, including AE§
analysis of oxidized permalloy surfaces (80%Ni-20%Fe)'"” and XPS analysis
Of Ni-20% Fe alloy oxidized at 500 °C.'"* An iron-rich oxide tiormcd early on
an annealed surfa - ives way to a NiFe,0O, spnel.

Smith and Sch;?d‘:r‘f‘n}t):::ystg;‘:ﬁ;d tl);e oxidation of N'i-?.U%Cr alloy at
800 °C. A duplex Cr,0,-NiO was formed, except near grain boundary. mnter-
sections. Similar XPS results were found for the short-term gas phase oxi-
dation of Alloy 600 at 500 °C,® except that iron, & minor constituent in !he
bulk alloy, was found concentrated in the outermost layers of the oxide
film. Oxygen partial pressure was shown to affect the nickel oxide content of
the film. .

A number of nickel-rich superalloy surfaces, oxidized near 1000 "C, have
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| he surfaces were enriched in TiO,, a minor con-

High temperature reaction with Na,SO,
ace chromium to Cr*', apparently

r = | In
been analysed by XPS. :
stituent of all the alloys tesied.

results in oxudation of most of the surl

acecelerated cOrrOsion.
leading 1o accele rated ¢ _ oy T
\'l'\'l‘h-u been used to monitor the oxidation of a nickel electrode in contact

with a solid electrolyte”” in acid'"! "" and ncul‘rul"‘ snlutl)t:jn.‘».ﬂ"'d '(;‘ liquid
hydrogen fluonde.'" Two XPS studies nl_llw nickel electrode }n.(;nai ic solu-
tion''" ' show the passive film to be a N'l() llnd*—'f'“)'e'f‘ “"‘! Ni( 1) on the
wrface. AES was used to measure the thickness of a NiO film during dissol-
ution of nickel under transpassive conditions''™ but no |nf0rr31allon on film
stoichiometry was forthcoming. MacDougall, Milchcll_ and (r‘rahulrn '* ana-
lysed passive anodic films on polycrystalline nickel. Using AES to image the
<urface oavgen distribution, they showed that the passive film is one-third
thinner on some grains than on others, Depth profiles of the film show a long
interface between oxide and metal; the authors interpret this as evidence of a
film high in defects which are important to the passivation process.

Anodic oxidation of Ni-25%Fe alloy in acidic solution''” was shown by
XPS 10 result in a passive film of NiO at the metal interface and nickel and
iron hydroxides near the outer surface. By contrast, the duplex passive films
found on Ni-Mo''" and Hastalloy"' had mixed nickel-molybdenum oxides in
the inner film and only nickel oxide or hydroxide on the outer surface.

The surface films formed on Alloy 600 and Alloy 800 in NaOH have been
measured by Hashimoto and Asami''® using XPS. Primary passivation was
ascribed to the formula of the chromium oxyhydroxide film and a secondary
passive film was Ni(OH),. McIntyre, Zetaruk and Owen''” analysed Alloy
600 surfaces following exposure to pressurized water reactor conditions and
identificd chromium oxyhydroxide under normal reducing conditions. Solu-
tion oxndizmg conditions were varied to show a thick nickel-rich hydroxide
film under highly oxidizing conditions and mixed chromium-nickel hydrox-
ides under intermediate conditions. Passive films on Alloys 600 and 800 were
depth-profiled using AES,'" and the relative thermodynamic surface excess of
chfqmnum was found to decrease with increasing pH.
ha: ]:i:'?t::::ui.c?m:;m" of N:—"(.u alloy (66% Ni) under boiler conditions

estigated by XPS,'* and Ni(OH), was shown to be the major

surface species under active attack near 300 °C. Under reducing conditions,

little or no surface oxide i .
oxide 1s fou"d' In a . 4
predictions, ccordance with thermodynamic

10.3.2.6 Copper and its alloys

Copper and its oxidation hay . _
ten years.™ ' Oxidation of 4 ¢ been studied using XPS and AES for almost

; 70- N3 .
film, as deduced by Xps!2 U-30 Cu-Ni alloy results in a NiQ-rich surface

Anodic oxidati .
1on of copper metal in weakly alkaline or acidic solution was
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KPS to result in a duplex film of Cu =

’:lﬁ;wcr of Cu(OH),.""" Recent XPS wo
«d the growth of a similar |; '
wes of formation.** 'ljhc formation of films on co :

ine solutions has been followed by XPS'** 4nd Aszlsf nickel alloys
B jound m the latter work, which consisted of ; Duplex films
wert ©op a thicker nickel-rich oxide. Oxidati . Dxed copper-nickel
onide overd ”m.k“ nickel- Xide. Oxidation of Cu-2%Be in ammon;
olution results in a Iwryl-lu.lm-nch surface layer,'* Siweal

The chemistry -nl ulumu_nmn—hmss condensor tube sy
sinc 22%. alumimium 2%) in seawater has been analysed by Castle Epler and

}’cpll“""' using XPS. A layer high in magnesium and aluminium'conccm:a-
ton is detected on the tubes and it is proposed that the magnesium from the
eawater precipitates either by itself or in combination with aluminium from
the alloy. In laboratory tests,'” Mg(OH), precipitation on aluminium brass
was analysed by XPS as a function of pH. A higher pH at the interface
compared with that in the bulk solution is required to rationalize the thickness
of Mg(OH), measured by XPS.

The surface analysis of organic protective films on copper has been carried
out by several groups. The reaction of copper with benzotriazole has been
studied by XPS'**!* and its reaction with a cuprous oxide surface confirmed.
The destructive oxidation of the cuprous benzotriazole to the cupric form has
been monitored.'*' Mercaptobenzotriazole reactions with copper(l) surfaces

10 inhibit corrosion have also been investigated by XPS.'*

'O adjacent 1o
arface [

hi

itial SE

rfaces (C()ppcr 76%.

10.3.3 Heavy metals

Corrosion-related surface analyses of elements heavier than those in the first
row are much less extensive. Indeed, it is difficult to provide a coherent
summary of studies of these elements because of the small number of results
yet available.

Molybdenum electrochemistry and the oxidation of mglybdenum have
been studied by XPS by Ansell er al.*® using a special inert atmosphere
chamber. The cathodic decomposition of niobium oxide was sl}own by XPS to
be a hydrated oxide of lower oxidation state.'* The native oxides on ,lhe ra;e
carth-like elements cerium, ytterium and lanthanum Were determined by
XPS' and gadolinium by AES.'*

A number of studies of tin oxidation and cor
Ansell et al.'** studied the electrochemical oxidation of
using XPS. In the passive region the surface oxide is
rather than Sn", which grows initially. Investigations ot t! g
tion of tin by XPS have also been reported.'’” The passive ﬁlml ol (;
alloy surface has been analysed also by XPS.'™ Servais &l al.”” examine
chromium passivation films (tinplate) on tin surfaces and f.iqtcrm}ncd that
lack of adhesion of such a film was caused by the growth of tin oxide.

rosion have been reportf:d.
tin in alkaline solution

determined to be Sn'"
f the solid-state oxida-
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Indium-gold and indium-lead-gold “”"‘YT”‘"_"C“’ a"*"?-‘“’_ for surface
5 PS ' The anodic oxidation of gold"™" n Isulphunc acid was §h0wn
m'dc:dh}f -iu.O. as a surface film. l.ead oxidation l.ms been studied by
:)PEH ,::::1 zﬁe blc;-trncht‘""f“' oxidation of uranium oxide has recently beep

- TR :
charactenized by Sunder ef al.* also using XPS

10.3.4 Organic coatings

Organic protective coatings, applied to rpctal surfaces, are intended to pro-
vide a barrier between any invading species and the metal surface. Morgovcr,
if penetration of the coating does occur, any corrosive attack will be limited to
that immediate region and will not spread laterally, as on an uncoated surface,
The loss of adhesion of such coatings on iron and steel surfaces has been
studied using XPS.

Steel surfaces coated with epoxy-esters,'* epoxy-urethane and epoxy-
amines ' have been corroded to de-adhesion in saline solutions. Each side of
the film rupture was examined by XPS and subsequently the effects of addi-
tional chemical tests on the surface were monitored by XPS. Both organic and
substrate sides of the rupture showed evidence of having undergone surface
saponification to form sodium carboxylate groups. This is believed to result
from corrosion-induced hydroxyl groups.

A highly sensitive method of detection of carboxylate groups involved their
‘tagging’ with silver—an ion with high selectivity for a carboxy group and a
high XPS cross-section. Using this method a carboxylate surface concentra-
tion of about one per cent. can be detected (see also Chapter 9).

The effect of using a ‘conversion’ coating between the steel and the organic
layer has been examined. The de-adhesion surfaces showed that the conver-
sion coating, a zinc phosphate, remained adhered to the metal substrate, and
showed evidence of some residual organics. Thus, de-adhesion takes place
near the interface, but in the organic phase.

Hammond et al.™* have analysed C 15, N 1s and O 1s spectra of interfacial
surfaces containing a number of organic coatings. They have detailed binding

enc]:rgy and intensity ratio data for several carboxylic anions and simple
polymers.

The effects of mechanical and chemic
have been compared by XPS. '’
from cohesive failure. As in earl
result from ester hydrolysis at t

al de-adhesion of polybutadiene films
Mechanical de-adhesion was shown to result

ler studies, chemical de-adhesion appears 10
he metal interface.

10.4 Conclusion

It is clear that XPS and AES are beginnin

H s to m af 1y \
assessing the composition and chemistry of c:og SAIHIEY s lerie @

rrosion films. Of particular note
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jegree 1© which both t.echmques have become truly quantitative over

i the -[Lf:—CW Lcars—not only in terms of elemental CoOmposition but also often

as > ‘he chemical entities present. Also, there is increasing evid

i lcrm:] (ragile structures, ¢.g. hydrates, can be preserved 5 5 gmmat ence

ever These two steps have made possible important discovc‘:iis :(l);:::;
| are of the passive film,

» hmh;‘.”” quantiics of data are h.cgin'n-ing 10 accumulate in the subject
ca of iron- chmnnumfmckcl corrosion. Thus, in some cases, corroborative
;-micm“ has been nljt:ll::cd from different types of experiments. This is the
nark of a maturing llcld:

Electrochemical experiments have been particularly important since these
Jlow corrosion conditions to be altered drastically within a convenient time
ame. Many situations cannot be simulated in a cell: it is expected that
wriace analvtical data can tie the result obtained in an electrochemical experi-
ment with that obtained during ‘open-circuit’ corrosion, thus making corro-
sion n the electrochemical cell more relevant to corrosion in the field.

From this writer’s viewpoint, there is a somewhat larger amount of data
now coming from XPS than AES. This is related to the more benign excita-
uon conditions and the better present-day knowledge of chemical shifts. Cor-
rosion, however, is very much a microscopic process and the emphasis must
again return to a microscopic surface technique such as AES, when XPS
studies of a particular system have been exhausted. For this reason, attempts
o understand AES electron beam effects are believed to be potentially impor-
tant, as are Auger chemical shift studies. Microscopic surface studies will be

particularly important for understanding the effects of organic and inorganic
inhibition layers, as well as crevice and pitting corrosion.

It is hoped that the progress demonstrated by the usage of AES and XPS
over the last five years will lead to the deserved inclusion of these techniques

" & much larger number of future corrosion experiments.

el mcuunl.
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Spectrometer Calibration

M. T. Anthony
Dnvusson of Matenals Applications,

National Physical Laboratory, Teddington, Middlesex, UK

Al.l1 Calibration of XPS Instruments

The accurate calibration of X-ray photo-electron spectrometers has been an
mmportant and continuing objective of spectroscopists over the last ten years.
Without an accurately defined spectral ene rgy scale a full interpretation of the
spgczra gathered on different instruments is severelv hmited. Several work-
ers " have reported energy calibrations by presenting binding energy tabula-
tions for copper, silver and gold. These elements have the advantages of being
easily cleaned and chemically inert as well as being stable conductors. For the
purposes of calibration, binding energies are most accurately defined by
referencing the zero to the Fermi level of conducting samples since this avoids
errors ansing from work function differences between spectrometers. The
d-bands of palladium and nickel provide suitably intense and sharp Fermi
edges in order to define this zero. The literature calibration values of binding
encrgies for copper, silver and gold defined in this way are given in Table
Al.1l. It 1s evident that the accumulated data in this table shows a vanability
of about 0.3 eV which, surpnsingly, has not reduced through the years.

The ASTM F-42 committee organized a round-robin' to report on binding
energies obtained on a wide range of spectrometers. This highlighted the
magnitude of errors ansing 10 cnergy cahibraton. Analysis by means of
Youden plots enables the contnibutions of random errors, zero shift and
voltage scaling to be separated. The most significant error of around 0.3 ¢ Vs
due to positioning of the zero point. The random crror of about 0.1 ¢V shows
the measurement repeatability. Finally, the voltage scaling of the spectro-
meter introduces errors of approximately 500 p.p.m. or 0.5 eV at 1000 eV
binding energy

Having regard to both the previous literature results' * and those of the
ASTM survey,'" it was clear that accurate energy calibration would only be
possible if there was full traceability of the calibration measurements. The

470



AaaIng

VOs6S 1YW EVISH > S1-331 uawWnnsyu
dH OA g200TS313V -3 ueLIBA 0028314V 00TSAIAVY snaudew 001S313V 1 1suj]
— - Pd Uifp ny pd Pd Pd Pd Jo1 g
0 = L6098 6°L9S 6°L9¢S ¢T'89¢ 96°L9S T FECE89C ['+9/L9¢ dTH
0 = 19816 L'816 9816 CERI6 S9'816 TFE8I6 I'F0616 AN .3“35 no
LS'TE6 $TE6 90 T997E6  9TE6 v'ZE6 L'T€6 £5°2€6 T F8TE6 1I'FTTE6 tdg n
7'89¢ 6'L9€ €0° 5 17°89€ 6°L9€ £7°89¢ T FT89¢ 7'89¢ “Spe 8y
0't8 LER 20 S 86€8  0't8 8'€8 0't8 LO'PS T F8'€8 0'+8 Yifp ny
£1°sL 1'SL 1'SL I"=TSL dg nD)
1861 AR61 LOR61 06L61 g6L61 8L61 9L61 cEL61 :ZL61
“ID 12 uosSUILOW ULmg ‘Aspepy  ‘puowdey  ‘iysundog ‘lwesy “o 12 ‘uoyas
adngay  pue afing pue pug pue pue ajen)  pue 1YY uossueyor
uosyduy  ‘1audepn
‘l1amod

MBI ) WOl “AD *sABI2Ud Fupuiq uoneaqied §qx

'LV dlqeL



Appendix 1 Spectrometer Calibration 43

w.nr:};l::?dcrtltakcn at the NPL." on a VG Scientific ESCAY Mk I

pa ar attennion 1o (a) the reproducibility of the calibr mfm ‘(h) th‘cﬂ”c
& L COr-

rect establishment of the zero binding enerpy
mecasurement of the energy seale. The work ;L_\ pomt and (¢) the accurate
operating parameten on reproduc otk determmed in detail the effect of
zeTo point was | ' reproducibility and. in addition, concluded that the
‘:( adi: b K\I detined by the nickel Fermi ¢dge using Mg Ka as the
source radiation. The measurement ot the energy scale was achieve
checking the 1:1 enerpyv-to-s\¢; J-~ Aaetme ved by s
e s § ke ‘- RY-to-scan voltage equivalence and then by measuring
b “d n voltage as dccur;ncl_\.u.\ possible. The measurement chain was cali-
Tr';"ltaN;lgdmst a standard cell itselt calibrated against the standard NPL volt.
€| S spectrometer energy scale therefore possessed full traceabihity to
the pnimary volt standard. For electrons of energy 0-1550 ¢V a precision of
measurement of 0.005 eV was achieved with an overall accuracy of 11 p.p.m. in
the energy scale.

Binding energies of copper, silver and gold referenced to the nickel Fermi
edge were determined on the NPL spectrometer and represent the first accu-
rately traceable calibration of binding energies. The binding energies for both
Al Ka and Mg Ka radiations are listed in Table A1.2."

A comparison of previous literature values from Table Al.l with the NPL
tabulation shows that the recent careful work of Bird and Switt, which quotes
the smallest errors of the literature values, gives very close agreement. Other
interlaboratory comparisons'' have subsequently confirmed that where the
appropriate methodology'? is carried out, the c;;l:bruhpp is repeatable to
+~0.02 eV if some effort is taken and to +(.05 eV with fair case.

Al.2 Calibration of AES Instruments

meters presently employed in Auger electron

- aiority of electron spectro ok :
I'he majonty ror analysers (CMA), as distinct from the

spectroscopy are cylindrical mir

X PS cahibration binding energies, ¢V (N1 Fermi

able Al.2
L edge 7¢r0)

Al Ka Mg Ka

. 3

75.14 = 0.02 75.13 = 0.02

i :P X398 = 0.02 K4.00 = 0.01

o \{l. v 363.27 « (.02 168.29 = 0.01

A 567.97 = 0.02 334.95 = 0.01

e 932.67 = 0.02 932,67 = 0.02

A: -\J; ‘{“V 1128.79 = 0.02 895.76 = 0.02

'] ‘J [

-.":(_)ICs

| Al Ka-Mg Kg = 233.02 eV —_—
, Al Ka BE lowered by Au 4/, ; 1a _
§ ;;‘{:L . Mg Ka BE raised by Ag M, ; X-ray satellite
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nalvsers (SSA) more common in the higher resolutio
analys S

Jorer resolution attamable using single-pass CMA
crwith the ditficulties ol accurate .vsumplc p()si!ion‘ing. restriey
he energy cithbration compared with that for XPS. ‘H”“’C\‘er,

3 ALS. an accurate energy scale calibration jg

ctor

spherical s¢ TS
tfor NPS. The

instruments
analyscrs. togeth
the accuracy ol

{or chemmcal state nformation mn

necded.

In contrast t
level. in AES pe
the vacuum level.

o \PS. where kinetic energies, I;k: are rcl’crcn_ccd to the Fermi
aks are quoted for their kinetic energy. @K. referenced 1g
As a result, the absolute energy scale will be sensitive to
work function difterences between spectrometers, ‘!'th("'gh energy differ-
ences are not so dependent. In addition, for CMA instruments the precise
positioning of the sample is critical, unlike the case for the SSA encountered
13 \PS instruments. Tests at the NPL' using a Varian CMA analyser showed
that the position of a copper sample must be set to 15 gm to gain an experi-
mental repeatability of 0.1 eV for the Cu L MM peak. This arises through the
tocal propertics of the CMA where a change, A/, in the focal length / of the
analvser appears as a shift, AE, in the energy E. Generally / is of the order of
130 mm so that the above positioning accuracy cannot be avoided.

The recent ASTM E-42 round-robin'* reports on the Auger peak positions
for copper and gold reference metals; these peaks were recorded on a wide
range of instruments. Peak energies showed substantial deviations about the
median ranging from 1.9 eV for the low-energy peaks up to 7.4 eV for the
high-energy gold M.N, -N, - transition. Clearly differences of this magnitude
a;nlw from calibration problems and make chemical state information unreli-
dDie,

As most  Auger eclectron spectra are recorded in the derivative
(d{En(£)}/dE) mode with a modulation voltage applied to the analyser, peak
encrgics are generally reported as the position of the high-energy negative
excursion peak. Unlortunately, peak energies defined in this way are very
ﬁnsx‘mc 1o the modulation amplitude, as seen in Figure A 1.1 for the 100 eV
t‘d.‘-hc peak, and also to analyser resolution. Accurate calibrations could be
cstthlshcd tor the copper, silver and gold peaks at 4 o .
various analyser resolutions: howeve : ptdl?h AL & given mogtiation 10¢
ton n Icrm; of the C()nlriiwljli()nt‘t‘tr‘}]‘-()r i mh"umem.s the veal modu!ﬂ-
sutficient accuracy. For many inst - l\L M ond spcclr'um S knowq wih
all electrodes in ’phuw in strict ru:m'm'\_'hc modulations are not applied t0
ent. This problem is discussed 1n ga(g)-p"["t:mqumyum the d.c. voltages pres-
makes it very difficult 10 culibru(etl;:é ;'f deh who shows why this then
spectrometer. The problem is m :'.. e‘u'“’ energy modulations of the

Ost prevalent with XPS analysers used for

AES hUl even the C

show that the Ltl}:(‘(lltlft:]tj:;’?“l b:‘:hlu\'c simply, Tests. on two Vasiin CNEAS
Y modulany ; ‘

cent. lower than that predic ulation of the spectrometer is 20 = 1 per



Appendix 1 Spectrometer Calibration 433
1 o this effect, »yhich ari§es from the analyser design, will be the normal
_agsociated with ensuring that the voltage oscillator is ke

errors @ S A i pt in calibra-
on. These problems are common to most AES instruments and not to any

rticul
1.;;:1lt:‘rd“ to avoid the ditficulties associated with the imprecision of the
modulation ;|_|'1'd the 'nccd to correct for analyser resolution, each peak posi-
qon in the differential mode may be replaced by the energy at which swing
retween the positive a.ln('l negalive excursions crosses the zero signal line. This
N crossing point is msensitive to the applied modulation and analyser
esolution and can therefore be most accurately assigned. Figure Al.1 shows
4 series of different modulations for the 100 eV elastic peak and illustrates
how the zero crossing point changes by less than 1 per cent. of the shift seen in
‘he customary negative peaks for modulations up to 2 V. For small modula-

ar model.

T e A=

|
| Elastic peck,100 eV

| g {tntn} r‘ €nlE)

€

o i —

i \ 1
i
|
; {
]
= + ]
g [ % 100 <'
- |
g 1
;3
H
Et : i
<
E {
-
10 Vptp
]
r 5
UZ ‘
‘ 1 Lv‘ = " [ = _l
52 L i s "

flectron energy. eV

i in (1) di ! 1, 2,3
igure lastic peak in (i) differential (d{En(E))/dE), mode for 1, 2,
& A:::d l}lu\')o‘l:t‘s/ ;cak-to-P;cak modulation and (ii) direct, En(E) mode.
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¢ point corresponds to the peak positions as recorded iy,

irum (shown top right in Figure Al.1). Indeed, for the
T ey of energy calibration, itis strongly advisable to yse this
best possible accuraed (1 LR he peak energy entirely independent of the
En(E) mode, smee only .l 1:;~d errors in assessing its magnitude. The EH(E)
modulation and 11s “w‘t."‘ alver and gold reference metals, using a 5 ky
peak posibons h\r‘ 1.1\11‘;::;‘ Table A1.3."" The positions are the same as the
dc"m": i\n‘m\\:; ﬁ:\,‘;w differential mode for small modulations. The taby.
::trg:i‘:j‘a’;nl :circ recorded at the NPL on a VG Scientific ESCA3 Mk g
spectrometer moditied for reference work with its energy scale lracgablc to
the standard volt ' The peak positions thu§ haye precise traceability to 3
primary standard. but, bearing in mind that kinetic energies referenced to the
vacuum level (as customarily used) depend on the spectrometer ‘work func-
tion’. a final column in Table Al1.3 is added with the kinetic energies refer-
enced to the Fermi level. A further point that should be noted 1s that, with the
varving energv in the deflector field, the effective mass of the electron is
mmvolved and not the rest mass, so that a relativistic effect occurs in which the
true electron energy E, is related to that using the low energy approximation
for the analyser, E}, by16:17:18

tions the z¢ro crossin
the direct En(E) spec

E.=E%% & :+---SSA
R TR

E° 2
E.=El+ (153‘ ) +:--CMA
where R 1s the retard ratio between the kinetic energy of the electron in the
l§SA deflector field and E,. Thus, a CMA calibrated to give the correct value
or the gold peak at 2020 eV will. if the energy scale 1s assumed to be linear

measure, th t 1
e ¢ copper 914.4 eV peak at 0.43 eV too high an energy, i.e. 914.8

Table A1.3 Auger electron peak kinetic energies, eV

CuM, .M. .\ 5
23V oM o -9.2:0.] 63.5 =
:: N 0.0.. 682+ 01 8= (())ll
Q8NN 353.6= 0] 357.9= 01
M, M, 914.4= (. 918.7 = 0.]




o always triviall For XPS ainstruments which ¢
cwctrometer will already have been aceur
\Isanvde analysers used for AES and with
o direetly since the sample position s not eritical I
woaod instruments w here the sample will not be repositio
5 an extra procedure must be use
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librating AES analysers ¢
an also provide AES -
. & t

ately calibrated using XpS l-:cr
no XPS present, the table can be
lowever, in CMA.

: ned exactly to + 1§
d. Most CMAs are provided with a stabil-

U nlike the XPS case the use of Table A1 3 in i

 beam energy of 2000 ¢V so that the sample is positioned until the zero

cowing of the clastuie peak appears at 2000 ¢V on the encrgy scale. In

L.

bl

aeral. the mstrument needs to be left on this setting for 10 minutes or so for
rability but, even then, the energy will not generally be 2000.0 ¢V. The

spectrometer should be set up on copper or gold and the sample carefully
moved until the encrgy difference of the peaks matches that in Table A1.3, as
ecorded by the energy DVM. The sample is now in the correct position and
the true value of the nominal 2000 eV beam energy may be accurately estab-
ished. This energy value is then used for all subsequent sample positionings
and the instrument is calibrated as given in Table A1.3.

1
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Static Charge Referencing Techniques
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Shell Research Lid., Thornton Research Centre, PO Box | , Chester CHI 3SH
UK

- M. P. Seah
National Physical Laboratory, Teddington, Middlesex, UK

A2.1 Introduction

A problem commonly experienced in the interpretation of an XPS spectrum
is that of static charge referencing. Static charging arises as a consequence of
the build-up of a positive charge at the surface of non-conducting specimens
when the atoms lose c¢lectrons in the photo-emission process. This positive
charge produces a retarding field in front of the specimen such that the
photo-electrons have a kinetic energy, E, lower than that predicted by the
simple equation:

E.=hv—-E, (A2.1)

where hv is the photon energy of the X-ray source, £y is the binding energy of
the appropriate core level and E is referenced to the Fermi level of the
spectrometer. Conductors in electrical contact with the spectrometer probe
do not exhibit such charging effects because the photo-electrons are replaced
by electrons flowing through the sample. However, for electrically isolated
conductors and insulating materials the rate of photo-clectron loss is greater
than that of their replacement from within the specimen, and a charged
surface ensues. _
Generally, in spectrometers using an achromatic X-ray source, lhis charge is
partially neutralized by a background of low-energy electrons (1.¢. <5 eV)
produced by the bremsstrahlung X-rays striking the X-ray gun‘\a_nndow and
the internal parts of the apparatus. If the surface charges posal?vely. these
low-energy electrons are drawn to the sample so that an equilibrium steady-
state static charge results and the photo-electron peaks occur in the spectrum

437
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with an energy now defined by
Ek = hl’ o E" - ( (A22)

where C 1s the steady-state static charge value, usually a positive number.

The steady-state static charge discussed above may be termed an equilib-
rium static charge, C, and 1s generally achieved within a few seconds of the
irradiation of the specimen by X-rays from an achromatic source, unless the
sample 1s of a changeable conductivity. The latter effect may arise from dam-
age to a specimen by the X-rays, thereby changing its physical nature (e.g.
reduction of an insulating compound to contain metallic sites).

The surface charging problem is accentuated if the X-ray source 1s mono-
chromatized because of the reduced intensity of the photon flux and the loss
of the bremsstrahlung X-rays. This leads to a significant decrease in the
number of scattered low-energy electrons in the vicinity of the sample and,
consequently, a steady-state static charge is seldom attained. If a mono-
chromatized X-ray source is used i1t is necessary to direct a controlled beam of
low-energy electrons from an electron gun at the specimen surface, as dis-
cussed in Section A2.6, and this produces a gun-controlled static charge, C,.

In addition to the change of kinetic energy of the photo-electrons arising
from the equilibrium static charge, spectral peak broadening may be observed
for insulating materials. This is because, although the surface may attain an
overall static charge at equilibrium with the photon flux, not all of the
sites have equivalent C values. This effect is particularly noticeable for
heterogeneous specimens where components vary in insulating nature (e.g.
minerals) and, in extreme cases, spectral peaks ansing from photo-electrons
emitted from the same atomic level in different regions of the sample may be
sphit by several electronvolts.

Although static charging can sigmficantly shift the Kinetic energy of the
photo-electron peaks, it does not necessanly preclude the determination of
their true binding energy provided the value of C 1s established. Several
methods are discussed below which may be considered as supplementary or
alternative to the use of the Auger parameter discussed in Chapter 3.

A2.2 Adventitious Surface Layers

Unless specimens are prepared for analysis under carefully controlled atmos-
pheres, their surfaces generally suffer from adventitious contamination. Once
in the spectrometer, further contamination can occur by the adsorption of
residual gases. especially in instruments with oil diffusion pumps. These con-
tamination lavers can be used for referencing purposes if it is assumed that
they truly reflect the steady-state static charge exhibited by the specimen
surface and that they contain an element peak of known binding energy.
Carbon is the element which is most commonly detected in contamination
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Jayers and the photo-electrons from

the C 15 atomic
most generally adf\ptcd ln‘t tcfcrencing plirmws‘.‘x:;:l‘:;nc::’cl an; :hosc
eV is often used for the C 15 level of thys contamination ilgﬂ(l Ihrcgt!:l)lc;::i

petween its measured position in the CNEIRY spectrum and the

cives the charging villue, €, of cquation (A2 2) and the above value
‘ Sweghahn ¢t al' lirst reported the presence of 4 ¢
and deduced that it onginated trom pump oil, since
ntensity with the exposure of the

arbon contamination layer

the C Iy peak increased in

Specimen to the spectr ‘
| , ; : ometer vacuum,
Subsequently. it had generally been assumed that the ¢ Iy electrons onginate

from sf.-uumllcd hvdrocarbon components, or from carbon atoms in ot
domains of similar electronegativity to that in a saturated hydrocarbon. in the
contammation laver. The experimental considerations and r:l:ahlhty.of the
use of adventiious carbon for energy referencing have been discussed in a
review article by Swift,*

The main disadvantage of the technique is the uncertainty caused by the
spread of values from 284.6 1o 285.2 eV reported in the literature” for the C
Is electrons. Therefore, it is recommended that if the C 1s electrons from a
contamination layer are to be used for referencing, their binding energy
should be determined by the user on his own spectrometer. Ideally this
determination should be carried out on a substrate closely similar in chemical
and physical properties to the material to be analysed uniformly covered by
only a thin contamination layer (i.e. of the order of a monolayer).

Factors that can affect the measured C 1s binding energy from adventitious
carbon layers, and its subsequent use for energy referencing, include:

(a) The chemical state of the carbon in the contamination layer.”

(b) The thickness of the adventitious layer.*"*

(c) The chemical and physical nature of the substrate on which the meas-
urements are made.’” )

(d) Specimen preparation and surface treatment effects.* S

(¢) The accuracy of the energy calibration of the spectrometer on which it is
determined.”

Despite the apparent limitations and uncertainties a.ssodaled with the use
of adventitious carbon for static-charge referencing, it is the q\ost com'enxn:l
and commonly applied technique. However, for the reasons hguet_i above an
discussed in the review article by Swift,” the interpretation of h|.ndmg c_nﬁergtc:
must be regarded with caution. Furthermore, if rcsplts ‘tromf g::c ercrcl-
laboratories are to be compared, the absolute energy ;ul:}bralwn 0 't -sp::\
trometers must be defined and a reliable reference binding energy (:‘i;:linu
4f.,) reported. This information, together with the C 1s ‘elccutlgm l\r]dcg
energy used and the substrate on which it was measured, should pro

reasonable basis to allow a meaningful comparson of results to be m
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Deposited Surface Layers

atitious overlayer is not present it IS necessary
rate deposition. In general, organic com-

’ { el . R c can Ofte

| metals are used for the calibrating species as thé i n li)e

I’"U':dl* g lensed onto surfaces ander UHV conditions. Unknown cali-
rehably Cont

' h as pump oils, can be used if they re-evaporate without decom-
yrants, Sucil ¢ "

P Care i i be (hat the calibrant neither decomposes nor

y . taken to ensure con
Care should be taken . . '
(s with the substrate upon condensation and that the binding energy

observed for the reference material, which may c!cpps:t either as a ttl:m f)vF;-
laver or in islands, s characteristic of the hul-k. I'his can bc done : y-tldkmg
spectra as a function of time and amount of calibrant ‘dcpo.sncd. It q;dy also be
advantageous to characterize the form of the deposition (i.. as uniiorm over-
laver or islands) by carrying out angular studies. This, of course, is not applic-

A2.3

y suitable adve

n cascs where g
' alibrant by dehibe

to introduce & €

rcac

able to powder samples. )

The deliberate deposition of oil vapour in diffusion pumpcq systems is fre-
quently used for calibration purposes since it may be accomplished by allo»y-
ing the liquid nitrogen cold traps to partially warm up. Alternatively,' in
certain types of spectrometer the cooled X-ray source window may be
allowed 1o warm to release condensed adventitious species directly onto the
specimen. In both cases condensation may be accelerated by cooling the
sample. When employing this method care should be exercised to avoid the
‘memory effect’ from previously introduced volatile material, which is not
intended to be used as a calibrant, condensing onto the sample and possibly
leading to an erroncous reference.

Another method employing organic materials as calibrants involves their
Entmduction from outside the vacuum chamber, as described by Connor."
Fl_:is hittle-used method allows the organic compound chosen to be compatible
with the sample under investigation, for instance in regard to wettability and
freedom from spectral overlap of core-level lines.

Mcm!s are also frequently employed as calibrants in XPS and, because of
their general inertness and ease of evaporation, the noble metals are most
often used. In practice about a monolayer of, for example, gold is deposited,
Prcft;ruhl_\' in situ. The method is one of the few charge-correction methods to
receive detailed study,'” ' where it has been demonstrated'>**'* that the
conditions necessary to obtain electrical equilibrium, and therefore accurate
charge correction, depend on the surface coverage. An optimum thickness of
gold exists tor effective charge correction. which for polyvethylene and PTFE
:L:‘C‘;l:e‘l:“\‘:‘l‘sl‘ 0.6 nm." S:iCh thicknesses should be regarded as equivalent
low coverages. C::r: ::::L tehx:: g?-ld dcpos::§ in the form of islands at these
small binding enerey shifts rcised here since there are indications that

: (<0.25 eV) for the Au 4f, oy
12 peak occurs at low
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A23 Deposited Surface Layers

In casey where a sutabie adventiious overlayer 1s not present it s necessary
o mtrodece a cabibrant by deliberate depositon. In general, Ofgani com.
pounds and metals are used for the calibrating species as they can often be
relably condensed onto surfaces under UHV conditions. Unknown ak

brants, wuch as pump oils. can be used 1if they re-cvaporate without decom.
postion m UHV

Care should be taken to ensure that the calibrant neither decomposes nor
reacts with the substrate upon condensation and that the binding energy
obnserved for the reference matenal, which may deposit either as a thin over-
layer or in nlands, 1s charactenstic of the bulk. This can be done by taking
spectra as a function of time and amount of calibrant deposited. It may also be
advantageous to characterize the form of the deposition (i.¢. as uniform over-
layer or islands) by carrying out angular studies. This, of course. is not applic-
able to powder samples.

The dehberate deposition of oil vapour in diffusion pumped systems s fre-
quently used for calibration purposes since it may be accomplished by allow-
g the hquid nitrogen cold traps to partially warm up. Alternatively,' in
certain types of spectrometer the cooled X-ray source window may be
allowed to warm to release condensed adventitious species directly onto the
specimen. In both cases condensation may be accelerated by cooling the
sample. When employing this method care should be exercised to avoud the
‘memory cffect’ from previously introduced volatile material, which is not
intended to be used as a calibrant, condensing onto the sample and possibly
leading to an erroncous reference.

Another method employing organic matenals as calibrants involves their
introduction from outside the vacuum chamber. as described by Connor.™
This hittle-used method allows the organic compound chosen to be compatible
with the sample under investigation, for instance 1n regard to wettability and
freedom from spectral overlap of core-level lines.

Metals are also frequently employed as calibrants in XPS and, because of
their general inertness and ease of cvaporation, the noble mﬂfﬂs are most
often used. In practice about a monolayer of, for example, gold is deposited,
preferably in situ. The method 1s one of the few chargc-corrcculc‘m Telhods to
receive detatled study.” " where 1t has been demonstrated’'*"" that the
conditions necessary to obtain electrical equilibrium, and therefore accurate

charge correction, depend on the surface coverage. An optimum thickness of
ge correction, which for polyethylene and PT FE

Id exists for effective char ‘
s 0.6 nm."* Such thicknesses should be regarded as equivalent

I numam:ly i
s it 1s known'* that gold deposits in the form of islands at these

thicknesses since ‘ : islands
low coverages. Care must be exercised here since there are indications that

wumall binding energy shifts (=0.25 eV) for the Au 4f,, peak occurs at low
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Also. with certain types of substrate, notably halid

e sction with the gold has been reported, '™ ”()W:\«c:‘” €8 and
Q™ e precautions are taken"" ' the golg decoration tcch;mw'wn o

il o obtamn charge-corrected binding encrgies using the :l:irlc .mll)'
AN T ergy of 84.0 eV for the Au 4f, | line " Wlibrated

ading 1 of course, one be dealing with a sample that may safely evapor;

St decomposition in UHV lh.cn referencing becomes relatively ;tl:'.r.;::_
“u Lrd. In this casc suitably thin layer of sample is first charactcrizctllg by
’:..ndcﬂ\”““‘ onto a cl.caq metal substrate (e.g. gold) and referenced by using
, known core-level binding energy of the substrate. The rehability of the
;-I-:cﬂlﬁ" contact should be w':rlhcd by accumulating spectra at various sam-
olc thicknesses and by ensuring tl:nal -all peaks in the spectrum shift by the
e amount when an electrical bias is applied.

e used
en

\h“l""

A2.4 Mixtures

The possibilily of carrying out static charge energy referencing for insulating
materials, by preparing finely ground mixtures with powders containing a
component of known binding energy, has been investigated. Powdered
graphite has been the most commonly used reference material for this techni-
que,*** whilst lithium fluoride,** potassium salts,***” triplumbic tetroxide ™
molybdenum trioxide™*" and gold™ have also been considered. Generally,
the experimental difficulty of obtaining intimate homogeneous mixtures (i.e.
approaching atomic proportions) has been regarded as the main limitation of
this technique.
Factors which must be considered when interpreting the data include:

(a) The particle size of the powders, which can affect the intimacy of the
mixture,

(b) Particle-interface interaction between different components.

(¢) Differential charging of the particles of the different components.

Results for mixed powders are usually very poor and Wagner™' has recently
shown that, for some systems, errors of up to 10 eV can be produced.

Itis possible to achieve mixing at a molecular scale for a limited range of
Materials by fusion of a calibrant with an unknown compound; however, the
data will rarely be characteristic of the original compounds. The co-
condensation of a volatile calibrant with an unknown compound 1S also 3
method of energy referencing that has been extensively used by Connor,
¥ho obtained good internal consistency leading to binding energies with a
eProducibility of +().2 eV, The results were found to be independent of the
"elative proportions of the calibrant and unknown compound co-condensed

and also of the specific calibrant molecule used.
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. - st has

A .ussed above, the las

hree mizture referencing techmques d'“ll?:lf{ui b L] (e
Of the t ru‘ ilm most reliable. However, this me : es is NOt recom:
. 1o be the : “hnmiques

5o \hm; ‘umds In general, the use of mixture :‘C: nwi?hnu! siatic charge
. P ) . o o «

mld:;l‘da :Pmc-ms of encrgy referencing, either with or

mendacd as a Te e '

correction considerations.

A2.5 Internal Standards

. ' s in the use of an
Perhaps the most rehable method of spectral rc'fcr'cncmﬁfh;s; l:i:\ding ey
internal standard"* which depends upon the nvanance of © ttractive because
of a chosen chemical grouping in ditfcrent molccules. 1t s dt e e
the referencing specie 1S now ‘lockcd'.mltu_ the 'unknuwn m; ‘rt-;ce
reflect the static charge of the system if it is uniform over the surl t -
The method has found widespread use in the sludy of carbon-conta lf
matenal’’ and, in particular, polymer systems, w_hprc it has fognd n‘u;:tdrc f
able application in the study of chemical shift. The use _ol th:s. rm.t, Iohc.;
course, requires a knowledge of the molecular [urmul’a of the matena - ing
studied. The binding energy of the chemical grouping crnplnycd must be
known to be invariant in a range of environments by some independent
method (e.g. preparation of thin conducting films). |
A novel variation on this method 1s in the use of bulk solvent as reference in

quick-frozen solutions.” Although this is of limited application it is nonethe-
less valuable.

A2.6 Low-energy Electron Flood Gun

Low-energy electron flood guns may be used to stabilize the static charging of
nsulators examined by XPS" and, in particular, when monochromatized
X-rays arc employed. Recent work ' into the design and operation of flood
guns has shown that the best results are achieved with an electron beam of a
low energy (<1 eV), with respect to the vacuum chamber at earth. trom a
source very close to the specimen. Optimum operating con
position, cxist for particular configurations
mined by the user. Low electron energie

neutralization effect and reduce the
induced reactions.

A low-energy electron flood gun is potentially of use for thre
application; these are:

ditions, ¢.g. sample
and must, in general, be deter-
S should be used 10 maximize the

number of electron bombardment

¢ Lypes of XPS
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chromatic X-ray source. Ope 43
the major problem but still leayes asm
nll‘tl]od outlined in previous SeCtions,
Absolute calibration of SPECta may he
suttably cahibrated for a Particular in.strumcm confj . '8 2 flood gun
the value of C i equation (A2.2) can be i
(.- detined carher in relation 1o cquation
voltage minusa gun constant. With 4 calibrated gun an
ples the .\HI‘;IL“L‘ pPotential can be Set 1o £0.0] ey
definition ot binding energies, At the present tlmc‘lhc design of flood
guns does not enable this accuracy to be achieved with the t

$ : ype of pow.-

dered samples often studied withy XPS. Here the absolute accuracy i
reduced to about (.50 eV, cy is

In sitwations where statie chargin

ration j IS
n l:;ll\ Manner Normally Overco

A Correction 1o be made usi::;c .

) d

—

1(A2.2). is ;

allowing precise

‘ ' & is not homogeneous across the sample
surface, peak broadening may occur and the electron flood gun can be
used tO minimize or even eliminate this broadening, **

Of the five energy referencing methods discussed in this appendix, the

low

-energy electron flood gun technique shows the greatest potential because

of its applicability to all types of sample encountered in XPS.

St
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Appendix 3

Data Analysis in X-ray Photoelectron
Spectroscopy

P. M. A. Sherwood
Department of Inorganic Chemistry, The University,
Newcasile-upon-Tyne NEI 7RU, UK

A3.1 Introduction

There is an increasing interest in the collection of data of high quality which
can then be analysed by accurate data analysis methods. This has arisen
because there is a growing awareness of the importance of being able to
distinguish small changes in photo-electron spectra. and the availability of
cheap microcomputers allows automation of data collection and many digital
methods of data analysis to be applied without having to resort to large and
expensive mainframe computers. This appendix will attempt to review the
range of data-collection and analysis techniques, and provide examples from
the work of the author which illustrate the application of the methods

described.

A3.2 Data-collection Systems

The majority of X-ray photo-electron spectroscopic (XPS) data is stll col-
lected using analogue ratemeters and chart recorders. Analogue data are
subject to problems of uncertainty in peak position and peak area due to
dependence upon the instrument time constant and scanning speed.
Analogue data give almost no 1dea of data quahlity due to the effective
smoothing due to the choice of a high time constant. If smoothing of data is
to be carnied out it 1s much better to smooth digital data in a controlled way (to
be discussed below) than to rely upon the correct selection of the time constant
and scanning speed by the operator. Once the digital data have been collected
it can be treated by various methods, but once analogue data have been
collected it cannot be modified since it has already been altered by the
analogue collection system. In addition the data analysis is often carried out

44
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48 curve Ntting using Du Pont curve resolvey.

wl. thus, often misleading. One of the
ita is that it prevents data accumulatigy

logue methods such as:
highly subjective at
of analogue i
oise (S/N) levels in a spectrum.

Most commetrcial spectrometers L'illl-llt' ’Hl'l(:hi!‘.\(_'ll'l v.vn.h ."| data system tq
ctrometer and 1o carry out some "_"" e i Such datg

o may be fairly expensive, but the availability of icap micro.
analysis “\l;];::\\\ data systems o be provided at a substantially reduceq
cost. The n;u‘nk‘ﬂt“[“'w"" have the advantage that even though they are
generally single-task machines their cost allows one to have a number (lf them
pcrmrnﬁng particular tasks. In addition, the programs can alw.ays be adjusted
to accommodate the latest developments and improvements in data analysis
and collection which would not be possible with dedicated apparatus such as
multichannel analysers.

The way in which a microcomputer-based data analysis system might be
constructed is illustrated in Figure A3.1, which shows the way in which micro-
and mainframe computers are associated with the spectrometer in the
author’s laboratory. This system uses two microcomputers and five terminals
associated with the mainframe computer. Printers and a plotter are all linked
together through a local distribution board, which allows devices such as the
printers to be shared by the microcomputers and the mainframe computer

using ana
This ;.pprn;lch 18

jous hmitatnions

most scr
to improve the agnal-to-n

control the spe

computers

Telotype Plotter

Printer
| IBM 2741
APPLE Il
(6502 micro 64K — 2
Disk | |Disk 2 ||./n4ff =

Tektronix

: APPLE 11

:‘;qgh.; 6502 micro 64K|| :

e i
paper VDU Disk | [Disk 2 |0 %
fene == Colour
reod.f .

/ Teletype
' IBM 370/168

Printer- Digital
plotter plotter

Figure A3.1 Dia ;
' ram
gram of a Microcomputer and mainframe computer data svstem
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Linals. sod the'm h si mplllcrs‘ and the terminals Lo talk
s computer through six hard-wired lines 10 the maipn.

rame ¢ ccted
~ y are collected simultancously by

¥ an anal
]h(. da . = s N ana Ogue rat
(al ratemetc r(D). The analogue ratemeter gives an . c$1clcr (A
' -V analogye pl
ot

s useful for mllccnqn n; anoverall spectrum and for
manges i the spectrum with time (which might be ciuee monitoring any
-hans aused hy dt'l'"mpmmg

ymples O a dnfting samlplc potential). The digital ralemeter
~1iveg SR . = ) a0 : ;
. monitor any changes m the spectrum with time hy €an also be useq

10 b allows da}m. when rcqunrc'd. :u be punched oyt ;:: ;f:;g‘:‘:::‘c”“'m:l
PR | with the mam output which is transfe » ' . : NG
‘:n: l~,\§1cm. rred to the Apple 11 microcom-
" The Apple 1T microcomputer system has 64K of ¢
svailable which gi\'f:.\ gfmc_j space for complex dat
full Sf;’li‘hlcs‘ t;?mlttttchs'.tlﬂl:ls mlclro |s.[.nogrammcd t0 communicate with the
operator to ensure that the machine is being operated in the correct manner,
25 well as to collect all the relevant spectral information. The program is so
designed t_hat_an inf:xpcrienced operator is provided with a considcrz;blc
amount of information on an 80 x 24 upper and lower case screen. The
experienced operator can ignore the information since it is printed at a very
fast rate. The spectrum is then displayed while it is collected on an additional
graphics screen displayed simultaneously with the text screen. This allows
amultaneous display of the program instructions with the generation of
graphics, allowing instruction manuals to be eliminated and making it possible
10 easily construct self-teaching programs. This is of particular value when the
microcomputer system is being used to analyse the data. The data are stored
on floppy disc, which can be transferred to another 64K Apple I system for
data analysis, while the first Apple 11 system is used to collect another spec-
trum, thus eliminating any dead time. _
The spectra are stored permanently on floppy disk (a 5.25 inch floppy disk
can store approximately seventy reasonable length spectra), but are also
transferred to the mainframe computer where they are stored on magnetic
tape. The mainframe computer is used for data analysis and for Iarg.e calcu!a-
tions (such as molecular orbital calculations) for data iqterpn:tatnon. Mal:-
frame computing power is needed for some data analysis me_thods.'bu:‘ t ‘t:
microcomputers are being increasingly used for this purpose in the author
laboratory.

a
4 ) and g

W h'\‘h

andom access memory
a-collection programs with

A3.3 Simple Data Operations

Ma"y data systems control most of the spectrometer [unCthf:- sur::i::;tg/r:\l
ng kinetic energy, range, number of scans, scanning o d prc'c::of an argon
!‘aﬁo‘ X-ray gun voltage and current settings, and theope[;a::gd or after the
on gun. The data collection may be displayed as 1t 15 €0 ¢
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spectrum is terminated. Some caution has to be exercised in the Way in wp
the data collection s carricd out, since some m;mulacturerf. Pre-treat the dkh
(by smoothing and background subtracthion) as an automatic PAT of the
cvstem. This 18 a very rcglt‘llilhk‘. practice since 1t should be cle
;{ppcﬂd'\ that there 18 nO “correct’ way tor carrving oul such “P’Cralmm. \
thus this practice can lead o ""'\'cm‘h".g rcsull',\_ In general, then, 4) the 4,
treatment methods must be treated with caution, and the origina| Untrea,h
data should always be retamed as a permanent record. .
In particular, some very simple operations can be carried oy, and ¢
are discussed below. All these operations can easily be carried out
microcomputer system. Such a system has the value that the altered SPectrum
can be mstantly displayed after the process has been applied.

la
Ir dafa
ar from this

A3.3.1 Spectral display and expansion

The display is generally made as a series of points representing each digiy)
data point collected tor a particular time at a specific kinetic energy, o
sometimes at a particular time over a small lineraly varied kinetic energy
range. This dot display of points is in the author’s view to be preferred over 1
display which links the points by a line to give a continuous spectrum. The
spectrum often has cross wires superimposed upon 1t so that individual pomts
in the spectrum can be identified in terms of their x (kinetic energy or binding
energy) and y (counts) position which is generally printed out at the bottom of
the spectrum. Simple x and y expansion of the scale is generally made avail-
able. A facility to normalize the spectrum so that the point with maximum
counts is at the graphics display maximum is generally useful, especially if
there is a facility to remove part of a spectrum in order to concentrate upon
particular spectral features.

A3.3.2 Integration and area measurement

Some facility for area measurement is useful, and this generally takes §h¢
form of a facility where the area between two points (identified by positioning
the cross wires at these points) is calculated as the arca between a line joinin
the points and the spectrum. The whole spectrum is sometimes imcé‘-“‘_“d b
adding all the data points together (after the removal of some horizontal
background value) and displaying the integrated curve as the total sum at that
point counting from left to right.

A3.3.3 Spike removal

. . ur s
Spikes can sometimes be generated in a spectrum as a result of P"“l’ll‘;sp‘;‘-:ﬂ

or the switching on of apparatus, and a facility to remove a partic
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. it by another point is valuable. Obviously this

| ¢ g limited number of points!

- JF‘?"'T:" ;mportant to remove spikes before furthe
Jt1s \f‘.\!]!\ one or two such spurious points can v
{nee perations such as smoothing and non-lin

) - process should only
r data analysis is carried
Cry seriously effect data
ear least squares curve

‘!L:I >
analys® |

fALng

W34 Satellite subtraction

e ommercial data.systcms provide for the X-ray radiation satellites to be
~moved. and even clalm_lhut such an approach is as good as using an X-ray
;nnnochmmamr. Whld.] of course removes such satellites. Satellite subtraction
must be carried out with great care. Firstly, the background in the region of
nterest must be accurgtcly subtracted, and it will be seen below that this is by
qo means an operation that can be performed with complete accuracy.
secondly, any Auger peaks present in the region of interest must be identified
(since these, of course, will have no X-ray satellite contribution) and their
spectral contribution accurately calculated, so that this intensity can be
removed from the intensity that contributes to the X-ray radiation satellite
ntensity. Thirdly, any satellites due to other peaks outside the region of
mterest must be identified, e.g. X-ray satellites, satellites of Al Ka,, radiation
from magnesium anode systems with aluminium X-rays windows and cross-
over in two anode systems, and discrete energy loss satellites from photo-

electron peaks at a higher binding energy than the region of interest (see

Chapter 3).

A3.3.5 Baseline removal

The removal of the background of a spectrum is a non-trivial operation which
will be discussed below. The removal of a horrizontal baseline is a trivial
Operation, however, which is a convenient method for the visual improve-
MeNt of a spectrum which consists of small spectroscopic changes superim-
posed over g large background.

A336 Addition and subtraction of spectra

For COmparative purposes two spectra may be added together or substracted

one from the other. Many data systems provide such a facility for direct

addir; B .
ddition ang subtraction. If the subtraction technique is to be ised in-a more

; : in a non-
tri?/m]ugh manner the subtraction technique must be carried out in d
4 manner, such methods being discussed below.
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A procedure 10 Im' ally allows a genuinc peak to be distip.
done. Such

is casily .
‘ om a stray ]\‘ll“.

guishcd ir
Ad.4  Smoothing

a facility to smooth the data. Such an opera-
carried out with care and this section is concgrned _with the cffm
ata and suggests how smoothing might be carried
d least distorting way. In general it is always much
bhetter 10 use unsmoothed data, since any smoothing procedure is bound to
ntroduce some sort of distortion to the spectra. Nevertheless, there are many
cases where some smoothing is required, such as when very weak 5‘3"3'% are
recorded with a prohibitively long time needed to record a spectrum with a
good signal-to-noise ratio or when a sample is decomposing and it is necessary
10 record 4 spectrum over a very small period of time. In addition it is often
necessary 10 smooth data with a fairly good signal-to-noise ratio as a prere-
quisite to further analysis involving processes such as difference or derivative
spectra.

Smoothing is a process that attempts to increase the correlation between
points while suppressing uncorrelated noise. Smoothing is achieved by con-
volution of the data with a suitable smoothing function in an appropriate way.
Two different types of smoothing process can be used, namely the least
squares central point smoothing techniques proposed by Savitsky and Golay*
and related methods, and the Fourier transform approach. The first method is
the most common, and in its simplest form is found on most data systems.

Nearlv all data systems provide

ton must be
that smoothing has upon d
out in the most eftective an

This

meth()(i in\vol‘. a0 " - . |
that ¢s convoluting the data with a convoluting function such

where v(0) is , |
¥(0) 1s the smoothed pomnt, which corresponds to the E—

number intery;
o il of [\)lnl§. P(p=2n+ 1); R1) s exve ints
shenanterval, which gre convoluted with DV OREL RS

““;‘ N(h)R.\l ™ & normahizing facror the appropriate integers, G
N e simplest case i
NOR'\‘ s P~ A leas o y L a mO\'ing avera ¢ C o= 3 i and
Polynomial of de :.: Squares fit to the dagy 0\‘:: ;h(" L o d
e o e achieved exactly by usi: UI':: n::: ' fuwlil:
£ £ the above torm
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¢ discrete integers, C,, exist for distinet values of P
\ane or and Sherwood’ quote a general formula fc
Jynomials 2 .
n general a number of points concerning the use of this type of smoothin
can b identified: .

and n. Hildebrand’ and
o the necessary set of

(a) S,mmlhmg mcn‘?tscs willh thv; number of poInts used in the smoothin
interval. The optimum value for the smoothing interval is () 7 (peak widttgn
4t halt maximum).

(b) smoothing decreases as the degree of the smoothing polynomial
increases. In general, fits to quadratic or cubic polynomials are more
cffective than those to higher order polynomials.

() Normal methods of smoothing cause a loss of points at each end of the
spectrum. Il the smoothing interval is of N points then the number of
points lost from cach end of the spectrum is (N-1)/2; thus the effect
becomes more serious as the smoothing interval is increased. This effect
can be eliminated by estimating the points lost by a suitable equation
(equation 8 in Ref. 3). This allows the smoothing operation to be re-
peated as many times as desired.

(d) Smoothing can be repeated (especially when no points are lost when
carried out as described in point ¢) in order to increase the amount of
smoothing, though the largest amount of smoothing occurs during the
first passage through the smoothing process. Repeat smoothing has the
effect of generating a new smoothing polynomial which gives more
emphasis to positive values, is broader than the original, has a height that
falls as the function gets broader and causes ripples to occur at the
extreme ends of the functions. This wide range of smoothing functions
makes repeat smoothing a valuable process.’ It is found that the smallest
interval possible, repeated as many times as possible, is a good way to
perform such a repeat smoothing operation, though the choice ot smoo-
thing interval and repeat number is not critical provided that the interval
chosen is not too large with respect to the peak width.

Figure A3.2 and Table A3.1 show how the methods described above can be
successfully applied to a typical core photo-electron spectrum. Thus a noisy O
s spectrum (which can be fitted to three peaks) can be smoothed by a
twenty-one-point interval repeated a hundred times (21 is 0.7 x peak width at
half maximum), and the result compared with the same spectrum run for a
long period of time. The smoothed spectrum contains no new information. of
course, since smoothing is a cosmetic process,but the smoothed spectrum
Makes some spectral features more evident to the observer and 0 18 mqr_e
useful than the unsmoothed spectrum. Thus the smallest of the three peaks 1s
More clearly present visually and in terms of the fitted information (Table
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Non-linear least squares

oo ARL 8 : ares curve
“H:mm obtained with good statistics, poor "‘l-:::i resulty o, nd 0|
e ' UGS, ; i
i/"f Smoothed 'nd poor \tahshc:
(I{("?(' -\':"\l;\t‘;f:s Poor Statistiey Poor Satisties
parametc’ (Figure A3 .2a) (Figure A ¥.2h) i ';m"'"hcd
ire Ay
S34.81(16) ST )
jing 234.79(76)
T Sewon sy D2
pWHM. ¢V ';-""(’I )Q 2.04(15) % “)mn,
a ratto Wik sy SO0 1/7.44/14.9 (03)
e S84 .4 4 1/7.08)14
Chi-squared i 15636.9 izllo'i"u
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Note, Figures in brackets refer 1o 95 per cent confidence limits

\3.1) in the smoothed spe_ct‘rum. Thus the chi-squared value (vide infra) falls
0 42 per cent. of the original value when the third peak is added to the
moothed spectrum, but to only 97 per cent. of the original value in the
smsmoothed spectrum.

434.2 Fourier transform approach

Smoothing can be carried out by a very different approach which involves the
ue of Fourier transform analysis.*’” Fourier transformation of a spectral
array containing noise results in a spatial frequency distribution for both the
sgnal and the noise. It is possible to truncate the noise contribution in the
spatial frequency distribution by multiplication with a suitable weighting func-
ton whereupon subsequent transformation back will result in a smoothed
speECtrum.

The problem with this approach is that a suitable weighting function must
be chosen. Various approaches have been used’ ' but much depends upon the
d‘g,""’ of smoothing desired. An optimum S/N filter has been Sugge“e_d by
Turin,"' byt 45 the $/N ratio is increased so the peak resolution dccrea:;g.ds

Any smoothing methods involves many subjective factors and all me

mu . '
SUbe used with great caution.

\\

) . ses the
:;5"“’ A32 Oxygen Ls spectra illustrating the effect of smooth;ni;-(l:) gl.a‘t:: for the
*Clra are fitted 1o three peaks, the details being given in Table AJ. for a long period.
* Material obtained with gobd statistics by running the spectrum ctrum for a short
"4 for the same material with bad statistics by running the :?wilh a smoothing
4nd (c) the result of smoothing the spectrum (b) R
interval of 21
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A3.5  The Analysis of Overlapping Spectral Features

In many ciases the mlormation proy ided by photo-electron Spectroscopy 4
contained in a spectrum that mm'\“.“l a number of mgrluppmg peaks, often
of ditferent peak shapes and intensities. In the core region the peaks will be 4
wnes of chemically shifted peaks, satellites, energy loss features and Auger
peaks. In the valence region the spectra will reflect i_'” the complex features of
the ground-state valence band. together with complications due to the need 1o
include the excited state (1.e. joint density of states) at low photon energies. In
both cases no spectrum can be unambiguously analysed and there 1s no def;-
nite way to proceed with the analysis. Experimentally it s best to employ a
monochromatized photon source, especially in the X-ray region, but this js
not always available, and in any case the substantial loss of intensity may lead
to unacceptable spectral collection times. There are two main ways to try to
unscramble this information, namely deconvolution and curve fitting. Neither
method can give a unique solution. Most attention has been given to curve
fitting, though deconvolution has been applied with success 1o a number of
spectra. Curve fitting is very dependent upon the initial ‘guess’, 1e. the
number of peaks and their peak parameters, and deconvolution can provide
valuable assistance in making the most suitable initial guess. Suitable initial
guesses can also be assisted by derivative methods and curve synthesis. Cer-
tainly the application of as many approaches as possible will provide the best
chance of a reasonable spectral interpretation.

A3.5.1 Deconvolution methods

A photo-electron spectrum has an observed spectral width that includes a
broadening due to instrumental factors. These factors include the resolving
power of the spectrometer and the line width of the photon source used (see
Chapter 3). If one knew the exact contribution due to these factors and could
construct a function (B) that described them, then it would be known that the
observed spectrum was a convolution of the “true’ spectrum (f,) and this
mstrumental function. The ‘true’ spectrum could then be obtained by the
deconvolution of the observed spectrun (f,) that arises from the way in which
the experiment is constructed. The observed spectrum is related to the
desired ‘true’ spectrum by a ‘convolution’ equation:

f.=/B

The retrieval of f, from f, is referred to as ‘deconvolution’. Random high-
frequency noise leads to the addition of a noise term to equation (A3.2) which
accounts for noise present in all real data 1o some extent. This noise term
means that the deconvolution process is not unique, which has the effect of
possibly introducing noise and spurious oscillations into the deconvoluted

(03 1)
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43.5.2 Derivative spectra

Derivative spectra provide a useful method for peak location in appropriate
cases. A number of workers'*~*! have pointed out the usefulness of derivative
spectra. Automatic peak searching routines, based upon the properties of
ideal derivatives, have been suggested, but in XPS these are only of limited
use. Second-derivative spectra have been used'*'® as a quick and easy method
for the prediction of peak positions as well as providing useful information in
themselves. In second-derivative spectra negative peaks occur corresponding
approximately to overlapping peak positions in the original spectrum.
- Derivative spectra cannot give accurate peak positions since one is examin-
ing the envelope of overlapping peaks so that the observed maximum qf ea.lch
peak is always shifted by the presence of other peaks. Nevertheless derivatve
SPectra provide useful information. In general the most accurate peak post
Hon is observed when the differentiating convoluting interval” 18 smdacro :10
:_'(‘)‘['u'; i\:'HM of the component peaks, though there is a need to balance
FigurgclnAtcrvu‘l with resolution. P
i 33 tllustrates how.secoqd-d_crwapve spe O orponent st SpEc-
o POsition and relative intensity in a simple (W0-c0 s ative SPEC-
Um based upon two overla ing O 1s peaks. The second-derv o
e s e e s il corresponding well © the amov
of the 1y 0 pcal?s of varying intensity, . In addition © slight
O Overlapping peaks in the original spectrumi.

ive Inten-
eITors in v P ; ve the relative 1nk
Sity l:fm Peak position due to the factors discussed abo e cancellation
the two peaks is only approximate.

n be used to pre-

This is due to
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Figure A3.3 Second-derivative spectra of original model spectra consisting of two
overlapping peaks of varying intensity: (a) 1: 1,(b) 1 : 0.95,(c) 1 : 0.90, (d) 1 : 0.75,
(e) 1:0.5. Convoluung interval = 21, FWHM = 60, separation = 50 chanrels

effects that occur when the positive lobe of one component peak overlaps
with the negative lobe of the other peak. In general this effect will depend
upon the number of component peaks, their widths and intensities.

Figure A3.4b shows the second derivative spectrum of a C 1s spectrum of
a carbon fibre (Figure A3.4a) which consists of overlapping peaks. The rato
Q = A/B gives some indication of the asymmetry of the C ls peak. in the
same way that measurement of peak width could indicate peak asymmetry.
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However, accurate determination of Q is much simpler than any such width

measurement, once the second derivative is obtained.
Figure A3.5 compares the smoothed second derivative of an O s spec-

trum with the curve fitted spectrum clearly illustrating the value of second-
derivative spectra in providing a suitable guess to peak positions that can e
be used in curve fitting. ) pgal are avail-
Two relatively simple methods for calculating denvative spectra a

able,

A3.5.2.] Fourier methods
orm F(s), then dy/dx has !!‘IC
th derivative:

In this approach, 522 if . the Fourier transfi
: : y(x) has the Founer I
Fourier transform (i2rs)F(s). Extending this to the genera! )
(A3.3

y(x) 2 F(s) aq;% 2 (i2ns)'F(s)

function in the Fourier domain,
4

Thus, by applying the relevant weightin
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Figure A3.5 Comparison of peak prediction in an O 1s spectrum by means of (a) a

second-derivative spectrum and (b) a non-linear least squares curve fitting to the
original spectrum

the subsequent transformation will result in the generation of the nth deriva-
tive of the onginal data. However, because more weight is given to higher
spectral frequencies (large §) the resultant derivatives will have increased

noise associated with them.

A3.5.2.2 Polynomial methods

The derivative of a spectral point is simply the derivative of an initially fitted
nth-order polynomial at that point. Thus the whole derivative spectrum can
be obtained by sliding convolution processes exactly analogous to the
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\3.5.3 Curve synthesis

+ wectrum can be synthesized by using digj
i “tions representi ‘yd' '8 Cigital or analogue methods to sum a
«ries of functions representing individual peaks in order to prog
on that closely represents th i produce a final
function that closely represents the experimental spectrum. The peak
, generally designed to be a function of ; i s
non 1s generally desig 0 be a tunction of appropriate peak variables such
as position, intensity, width, function type and peak tail charactenstics
Simple curve synthesis can readily be carried outon a MICrocomputer system o}
an analogue curve-fitting device such as a Du Pont curve analyser. The micro-
computer system has the advantage that a wider range of functions can be
used, and the result of the fit can be rapidly displayed graphically together
with the appropriate statistical information to allow the quality of the fit to be
evaluated. Such a curve synthesis provides a useful initial guess for the more
thorough process of non-linear least squares curve fitting which 1s described
below.
A number of types of function have been used for this purpose, the most
common being Gaussian or Lorentzian functions. In a work of the author and
others* a mixed Gaussian/Lorentzian function is used, the one found to be

most effective in practice being a product function:

- peak height — (A3)
il [1+ M(x — x,)/B Jexp{(1 — M)[In 2(x x)' )/}
meter that is nearly 0.5 (FWHM).

Where x, is the peak centre and B is a para : i

The actua) F W}TM is (:alcmlau‘:dﬁﬁ'omr;l using an iterative mlh(?‘:thv.:;ugz

MiXing ratio and takes the value 1 for a pure Lorentzian peak 4n

for a pure Gaussian peak. :
Curvg fitting of this type assumes that a part!

(;\;’mz""") is uniquely characterized once 1S

l%sH[l::) has 4heen fixed, and canlilOtGlf’e ::i;?‘l .

rram* showed that a single Gaus
*Ould be represented by the Slglm of two. SEPRFL wsugscsﬁns that the
0= 0515359 exp [ - (x*0.244622)"/2(0.988937):

‘1e(Gaussian Of
ak profllc(Gausga
C:::z:a;p:/idlh at half maximum

. 1hcomponents. In
ved into subc p(P(—)x:!?--Oﬂ)
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numerical decomposition of a structureless contour is not unique. However
Baruya and Maddams™ have shown that this result is atypical since it rejaes
to two component peaks of equal intensity and half width, Symmetrically
separated by —10 per cent of their half widths on cither side of the initial
Gaussian peak. They conclude that in most practical situations, Gaussian ang
Lorentzian profiles are umgque and curve fitting may be undertaken
The scope and limitations of curve fitting in general have been discussed by
Maddams."”

A3.5.3.1 Chi-square (X?)

The quality of the curve fit obtained can usefully be evaluated by evaluation
of the weighted y°, which is defined as

= wly - f(x./q)] (A3.5)
r=|
where y, is the observed count at x = x,, F(x/q) is the fitted peak envelope, k
1s the total number of points in the spectrum and w, is a weighting function
which in this case is chosen as y, !, thus making y° equal to the y* statistic.****

A3.5.3.2 Goodness of fit

The value of y°, or more particularly Ay* from one fit to another on the same
data, provides the statistical information about the ‘goodness of fit'.
Strictly speaking, only y* values with the same number of degrees of free-
dom f (f = kK — number of free parameters) can be directly compared.
Athough f may vary shightly from fit to fit this is generally insignificant. Also
by the very nature of y°, the larger the spectral intensity, the larger the
associated y° values for a similar quality fit. Thus, although a change in ¥
from fit to fit for the same data is meaningful, comparison of y* values for
different spectra 15 meaningless unless the peak intensities are equal.

A3.5.3.3 Tal information

Three tail parameters have been used by the author, namely a constant tail
ratio(CT), an exponential tail ratio (ET) and the tail mixing ratio (TM. The
tail funcuon (7) used then becomes

T=TM-CT+ (1 - TM)exp(-D, + ET) (A3.6)

where D, 1s the separation from the peak centre in channels. Thc peak func
tion to the right of the peak centre is choszn to have no tail and Cﬂ"m
represented as H - GL, where H is the peak height and GL the peak funct
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Figure A3.6 Possible peak shapes obtained with a Gaussian/ Lorentzian product

functhion by varying the mixing ratio and tail parameters. (a) Vanation of the mixing

rano m steps of 10 per cent from 10 to 100 per cent Lorentzian character. (b) As (a)

but the range 1s n steps of 1 per cent from 88 to 100 per cent. (¢) Vanation of constant
tail parameters. (d) Variation of exponential tail parameters.

The peak function with the tail may be represented as
Y =H[GL + (1 -GL) T] (A3.7)

Figure A3.6 shows the way in which peak shapes can be synthesized by the
vanation of the peak parameters in the Gaussian/Lorentzian product function
combined with the tail parameters.

A3.5.4 Non-linear least squares curve fitting

This attempts 1o optimize the curve synthesis process by using the method of
non-lincar least squares, which recognizes that the process concerned may be
complex. in that the appropriate parameters enter into the algebraic expres-
sion that describes the process in a non-linear manner. Such is the case for
photo-electron spectral data which can be represented as a function F(x/g)
(sec equation A3.5 above) which depends in a non-linear manner upon the
parameters (¢) described above. The process to minimize y° is carried out
computationally, rather than manually, by the operator of the curve synthesis
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process by a procedure of guessing. A number of possible non-linear leasy
squares methods are available. The author uses the Gauss—Newton methog
In this method the requirement for the nuimmization of x* allows gpe lo.

construct the equations:

0= % = -2 :"w,[}'. = !'U-/‘I)J(%)' . (AJ.S)

which gives k equations where & is the number of parameters q. The problem
is a non-lincar one, since g values enter non-linearly. If one puts

q: =4+ (A3.9)

where ¢, is the value of ¢ which minimizes x°, ¢/ is some initial guess and § s
the correction requires to ¢! to give g,. If

oF
F, = F(x,/q") and F! = (—) (A3.10
( ¢ a?, (=1,.4 -Q" )

then one can expand F(x,/q) as a Taylor series where the scries is truncated
after the linear terms, i.e.:

F(x,/q) = F,+ Y & F (A3.11)

wherej = 1,2, ..., k. Then equations (A3.8) can be rewritten to give & linear
equations:

0~>wly, —F - dF]F (A3.12)
¥ /

These equations can be solved by an iterative process, the process being
stopped when the J, values (equation A3.9) vary by an insignificant amount
for all 4, values from one iteration to the next. The process does not always
move steadily to convergence and problems may arise such as the matrices
calculated being singular or having a negative determinant. The process has
the advantage that it allows a certain amount of valuable statistical informa-
tion, such as the standard deviations of all the calculated parameters, to be
calculated. Such information allows some quantitative significane to be
attached to the calculated parameters. In addition to the final y° value, the
probability that x° is less than y° (calculated) can be evaluated.”* Normally 2
value less than 95 per cent. is considered statistically significant, though 1t
must be remembered that the stringency of this test is greated whfﬂ_‘h"
number of electron counts is large. In general the most useful approach 1s ©
compare how y* or f changes for different fits to the same spectrum rather
than to use the information in any absolute sense. All this information ma¥
well assist in the overall decision of the ‘best fit'. Such a decision must “”!
upon the statistical information consistent with chemical and SP"‘?""WP;
sense. Often no unique solution is provided, but the spectrum can be reduce
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Figure A3.7 Curve-fited W 4f spectrum

to a number of slightly different possibilities allowing the amount of signific-
ant information provided by a particular spectrum to be assessed. An example
of such a case has been provided.”

The process as carried out in practice can be illustrated with the aid of the
W df spectrum illustrated in Figure A3.7. This spectrum contains four clearly
resolvable peaks, which for the purposes of the fit are split into two separate
groups of two peaks: one group for the oxide (WO;) and the other for the
metal. Such separation into different groups is necessary when peaks are
known to have different widths and tail parameters.

Each peak has even parameters associated with it:

(a) Peak centre

(b) Peak height.

(¢) Peak width.

(d) Gaussian/Lorentzian peak shape mixing ratio.
(e) Constant tail height.

(f) Exponential tail slope.

(g) Constant/exponential tail mixing ratio.

Thus for n peaks are 7n peak parameters. In addition there are also the
linear background slope and intercept. Thus a maximum of 7n + 2 para-
meters can be allowed to vary or ‘float” as desired. However it is impossible to
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o in practice and so som¢e paramelers (groerally Parameters ¢ o
appen 1N Pré
et this hapi . ;
2 are fixed . Gaussian/Lorentzian product funcuondcm-
The spectrut ining ratio M of 0.5 for all peaks : l . IP n-orbit Splitting
am X > expec ‘ :
above with 2 of each doublet fixed at the expected value for 4f . Vi
intensity ratnd ¢ i Ihe tail P““"“C[c[ﬁ are different for the Oxide

& e A
{ 1/1.333 (scc Chaptet . ) i the metal peak shape is due to condyer;
O . ""‘t't[‘ m e UClK)n

and metal peaks. lht: .n".‘:. 2 oand in this case is accounted for by adding SOme
hand interaction t"i'\f‘j“'_l‘\tlt_ to the high binding encrgy side of the metal
exponential tanl gh.nl.!t“:' ciersiiiicd from @ previous fit t0 a pure e
peaks (the ;:n-“?-nl‘~ ;:““:-d that using such a method is satisfactory for mog
Spcaiuf“)ir:.w;;:lz‘littis different from the method used by Hufner and Werth.
f::;: :‘\:.ho fint deconvoluted the instrumental brozldeq ing function 'from the
observed data and then fit the dccon\folulcd data with the Doniach and
Sunjic* lineshape. The results, shown in Tflble A3.2, show that the asym-
metric tail in the calculation of peak intensity (area) for the metal peaks is
clearly verv sigmficant.

The fit calculates a linear background slope and intercept which is often
satisfactory though removal of a non-linear background can be useful (vide
infra). X-ray satellite contributions were also taken into account, the full
statellite peaks being added to each peak in the fit. The satellite contribution
1s very noticeable at the lower binding energy.

It should be clear that non-linear least squares curve fitting is preferable to
analogue curve synthesis as it provides a quantitative handle with which to
gauge the quality of the fit and, unlike analogue methods, peak parameters
are perfectly reproducible. Most important is that operator subjectivity is
largely eliminated.

Table A3.2 Results of curve fit to W df spectrum (y* = 2855, f = 298) (Figure A3.7)

Oxide Metal
5/2 7/2 5/2 12

fe"l;‘:'r"‘.ﬁ(‘)’:‘zgg €V 37.66(0.01)  3575(0.01)  33.5(0.01)  31.50(0.01)
PWHM?, eV 1.91(0.01) 2.00(0.01)
Intensity x 10 7 1.43(0.01) 1.01(0.01)

(peak area) L127(1%) 1.503 31.720(1%)  2.293
Rclalive Intensity 1 21.323(1%) 1.764
Exponential tail slope 200 ;383 :) 032 ‘l)ggg

;gct::rcncc Cls = 2846eV

xcluding exponential tail contriburi

| ‘ ntribution,
*Including exponential tail contributionn



Appendix 3 Data Analysis jy, X-ray Phowet
oelectron Speciroscopy 465

A6 Background Remaval
The ceurate removal ol the background conty

coss that must be carnied out with ¢yre since, o
Ml -
i'm vl of & honzontal background discussed
{al Ly , , . O e
o ot the Jata “h.t nomconectly carned out. Any backgronmnd removal
Jer absolute peak ntensities ind will cause problems with
odel which must be defined with respeet 1o cle
n e e
[here is o Jdehimite way 1o remove 4 hélt‘kgrnuml
\mumcz\l;ll (see Chapter 5),
.

A rather crude removal of the bac

Bution 10 4 Spectrum s a

NEEPLIN the case of the trival

ahove, it may involve distor-

will
any quantification
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lincar pachground drawn as a straight line between the first and last set of

points i & spectrum. The correct choit.:c' of a first and last set of poInts, or a
<uitable average over them, has a critical effect upon the resulting back-
cround. Such a process is best not carried out directly but may be included in
the cunve-titting process as described above and illustrated in Figure A3 7.
This means that the original data are not altered and if a non-linear back-
ground has been removed, as described below, then such a hinear background
would be expected to be horizontal, as shown in Figure A3.9 below.

The removal of a non-linear background requires 4 complete understand-

ing of the processes that give rise to background electrons. Such a process will
m:-olvc mnelastic electron ejection processes, but the buckgrounq must be
distinguished from any peaks, which may be broad and dift:icult to dlstmgtflsh.
that may arise from specific elastic processes such as satellite peaks of various
sorts and Auger electron peaks. In addition any langular dcpcndgncc_: of the
hackground (which may be machine dependent since f I;fcmrs will dl.ffer for_
dir'fc;cm machines; see Chapter 5) and inhomogeneities in the matenal _nTa}
cause problems. The problems that may arise _from plasmon losscs;i a:fiasbi l:n
metric broadening being confused with the mclaf.nc backgroun - ihbtra&
pointed out." The most common method of non-linear backgf(“f“ 5: o
tion, often called the Shirley method, considers the backg_roupdl dll‘ ?&mm
due to inelastically scattered electrons, is assumccll'!(;‘ 3_115:050 :ii-nnul o the
scattering of electrons of higher Kinetic energy .and‘ ISt u:. ;: Tp:c s
integrated photo-electron intensity 1o I}:ghcr Kinetic _cneﬁﬁ - s o hes
been used by a number of workers™ ™ and various crlcudc a lincarly falling
ntroduced. Bishop™ has modified this .model'lo “:l lectrons as the energy
contribution to the background of inelastically e,ecl:c non-linear background
falls from high to low kinetic energy. In general t {he energy range over
tmoval becomes more and more pronc i err:; : :: while mociiﬁcd models
Which the background is subtracted is increasec.

) as nega-
; features such as
such as that due to Bishop may help, problems s It is important 10
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Figure A3.8  Inelastic background determination. B(x) is the backgrpund at point x
in the spectrum which contains k equally spaced points

ground subtracted represents points on the background profile (rather than a
part of some specific peak) or else the background removal process will
remove significant peak intensity.

Non-linear background subtraction may be performed in the way used by
the author," which is illustrated in Figure A3.8. In such a spectrum the value

of the background at a pointx in a spectral array of k equally spaced points of
separation A is

A = (ip_+_bé_Q- +b (A3.13)

where a is the average start point, b the average end point, (P + Q) the total

background subtracted (BS) peak area and .
. ; the (BS
to point k. Using the trapezoidal rule: e e S ot

2= hl( l y,) - 0.5(y, + y,‘)] (A3.14)

the (BS) areas are calc initi
culate i :
ground of magnitude p_|; e 'nitially by choosing a linear constant back-
(A3.13) leads 10 the back T Figure A3.8. Substitution in equation
areas resulting in the h: fmund B2 which is then used to calculate new (BS)
remains essentially un;l:' ground B3. The process is repeated until (P = Q)
point is chosen close to l?]ngm.j, i Successive iterations. Typically the start
tions. In Figure A3 8 the ;arr):‘:)i'm minimize the number of required itera-
illustrate the iterativ Int is somewhat r -
The term 0.‘;’(:!!16 f;(,.cets;; however the final r:s'::lotv\:glrlr)(;“:htchcsaﬁzk N
to the si ¢ 24 15 the correctiop i
simple sum of PoInts over the ran ;erdUCEd y s Wpeniie) e
g€ x to k. In determining (P = Q).
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Figure A3.9 W df spectral region. (a) Inelastic integral background spectrum in
comparison with linear background. (b) Spectrum with integral background subtracted
and curve fitted

where x = 1, y, and y, both zero, the latter correction is insignificant. As x
Increases the correction does become more significant since y, increases.
__FiEUrc A3.9(a) shows the calculated background for the W 4f region of
hg“_“-‘ A3.7 compared with the computer-calculated linear background trom
the fit. It is generally true that a linear background underestimates the ‘true
background® 10 the high binding energy side of a peak, the convense being
true at the lose binding energy side. This could be of major sign:ficancc n
determination of peak areas and subsequent peak area ratios. In this case, as
shown by the fit in Figure A3.9(b), the effect is minimal. A pomnt to note,
however, is that at the low binding energy side of the peak there 1y sull
nensity due to an X-ray satellite. The satellite 15 accounted for by allowing
the fitted background sl;)pc to vary such that a sloping linear background is
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A3.7.1 Alignment

The first step in any difference spectra process “’ D Ensufc that the two
spectra have been correctly aligned, i.c. that thclr‘data points correspond
directly in kinetic energy value. This generally requires that the two spectra
contain the same number of data points. Careful checks of calibration must
then be carried out to ensure this correct alignment. It has been shown' that
small differences in spectral alignment can cause large differences in the result-
ing difference spectra, stressing the importance of carrying out this operation
with care and accuracy. Methods for using difference spectra to obtain good
spectral alignment have been discussed. "

A3.7.2 Normalization

f . n oo
r:ﬁn lh([:. spectra have been correctly aligned it is then necessary to carry out
rm. P Ty - - -
requiresdz::::ﬁ[n( r{?mcc_ss l?cfore the difference spectra is calculated. This
the' spactss o ‘bp‘_’""" inone spectrum be multiplied by this factor before
ol lhc‘cd'rt‘ subtracted. The process of normalization requires that one
. th Sumr:cc::t.ldpr&;:)nmn of' One spectrum in the spectrum from which it is
which conlain:cl‘ca | It‘n)onc 'S allempting to subtract two spectra, each of
e 1Y separated chemically shifted peaks, the process is tri-
dif >t would hardly benefit from qif, ical
ifference spectrum IS obtained f v S ICre e specinn. T fype
lapping peaks which makes nor r‘(’]l})-s;?cctra that contain a number of over-
ference spectr: Malization non-trivial and central to the dif-
needs to know the correct answer before

ss! Normally
Y the two s _ .
ch as smooyh; & SPectra are treated by appropriate
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spectra adjusted so that these maximum points are the same (ten thousand in
the spectra tlustrated here). After this preliminary process normalization can

be carrnied out and 1t s possible to identify three types of normalization
process that can be carnied out in a clearly defined manner:

(a) Hewght normalization,

(b) Optimal normahization,

(c) Arca normahzation.

Height normalization and area normalization are processes that can be car-
ried out casily. Optimal normalization represents an attempt to obtain the
‘correct’ normalization factor by an iterative procedure. The normalization
process can be illustrated (Figure A3.10) using model C 1s spectra A and B,
where spectrum B consists of a number of overlapping chemically shifted
peaks B. B1. B2 and B3 and spectrum A is a single peak. Spectrum B is then

subtracted from spectrum A to hopefully reveal the weaker peaks B1, B2 and
B3.

A3.7.2.1 Height normalization

Having carried out the preliminary procedures on the aligned spectra,
described above, then a normalization factor x can be defined. If the height of

10" -

-

x (initigl) = h2 /h'
a(true)s h,!’ h,

1

Figure A3.10 Model C Is ‘oxsdized’ spectrum, A, u)mpnsmg’ ‘unoxidized’ compo-
nent B, and chemically shifted components Bl, B2 and B
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Optimal normalization is based upon thc‘.lde_a tha't It might be possibje o
obtain a better value for x than unity by using iterative methods. The method
used by the author'* decreases x below unity and then follows certain Prope-
ties of the resulting difference spectrum until x is considered to be at its
optimum value. The most successful test criterion in model spectra wag found
10 be that the difference spectrum should maintain a negative slope in the
region bounded by the peak maximum of spectrum B and the right-hand side

of spectrum A (points n” and k in Figure A3.10), i.e.:
(A=B)(n) >(A-B)(n - 1) (A3.16)
where n varies from n’ to (k — 1).
Starting with a value of x = x(initial) = h,/h, (th '
’ : : 2/, (thus ensuring that the calcu-
lated value of x will always be less than or equal to 1.0) the gproceduie then

:::{\[5 expression (A3.16)._“‘ If the criterion is not satisfied for a particular pair
points the value of x is reduced by an amount 0.0Lx(initial), and the test

A

it has been found that the “'L’ of 0.855 for the example chosen. In real spectra
hand side of Hnge of the test must be reduced from the right

) PEClrum A by C oh. s .
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A3.7.3 Examples of difference spectra
Figure A3.12 illustrates the difference spectrum obtained when the two

spectra illustrated in Figure A3.11 are subtracted. The two spectra show on]

small visual differences, but the difference spectra highlight these differences.
Thus the arca normalized spectrum shows that there are more chcmical]y
shifted C 1y groups in B1 than i B2, since there is a large negative peak in the
spectrum corresponding to the “graphitic’ carbon (chemical shift shown as
zero). The heght normalized spectrum is shown, together with other spectra
corresponding to smaller values of x. The optimal normalization factor js
satisficd with € = 30 for v = 0.95. As expected, the value of x(optimal)
vanes as C s varied, as shown in Figure A3.13, but 0.95 corresponds to a
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C

Figure A3.13  Vanation of x (optimal) with C for the difference B1(3)-B2(1)

plateau in the graph which makes it seen a suitable value. In fact, the spec-
trum with x = 0.97 seems to contain more information, which may mean that
it represents a more suitable choice of x than the optimal value which may
mean that the test is too severe. Region 1 is thought to correspond to a
difference in the plasmon intensity in the two spectra, and regions 11 and I1I to
differences in surface C/O groups. Clearly the choice of x(optimal) in real
spectra requires subjective decisions and is not uniquely defined as are area
and height normalized spectra. However, real information is present and,
when combined with other data analysis methods, can lead to useful chemical

information.

Al.8 Conclusions

Data analysis clearly has a vital role to play in the interpretation of X-ray
photo-electron spectroscopy. This appendix has attempted to present the
main techniques that are currently available and provide suitable illustrations
of their application. Much time and effort can be spent upon data analysis,
and one needs to be careful not to over-interpret the data. However, there are
many systems where spectral changes are very small but highly significant,
and in such cases careful data analysis may provide the only means of extract-
ing useful results. The ready availability of cheap data-collection systems
should encourage more workers to collect digital data, and hopefully use such
techniques to improve spectral accuracy. Great care must be taken in data
analysis that changes the original data or attempts to provide automated
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Appendix 4

Auger and Photoelectron Energies and the
Auger Parameter: A Data Set

C. D. Wagner
29 Starview Drive, Oakland CA 946] 8, USA

This i1s a comprehensive survey of N(E)-type Auger line energies from the
hiterature to 1982. It includes data on the sharpest Auger line and, where
available, the most intense photo-electron line. From these are calculated the
modified Auger parameter, which is the difference in the line energies plus the
energy of the exciting radiation or, more simply,

2 = KE(Auger) — KE(photo-electron) + hv = KE(Auger)
+ BE(photo-electron)

where the zero reference for both the Auger and photo-electrons is the Fermi
edge. This quantity is useful because it is not subject to problems with deter-
mination of steady state charge, and because its chemical shifts reflect
changes in screening energy (75-7). Compilations similar to this have
appeared in earlier versions, including plots of Auger energy versus photo-
electron energy, termed chemical state plots (77-21, 78-8, 79-11, 79-12).
There are some problems, of course, in selecting the lines to be included.
We are guided by emphasizing those lines that can be observed in conven-
tional ESCA or XPS spectra. It was decided not to attempt to include
valence-type or cvv Auger lines because they are usually composed of broad
bands, and vary greatly in line distribution with the chemical state. Thus, we
do not include the elements through Z = 7 (nitrogen) and compilations
already exist for available data for oxygen (80-21) and fluorine (77-21) 50
these data need not be repeated here. The rule against including cvv }ines 1S
bent with inclusion of some fragmentary data on the wide LVV 1me§ of
sulphur and chlorine, the LM,V lines of Ti, V, Cr, and Mn and the LVV lines
of Fe, Co and Ni. Similarly, there are included data on the M, V'V lines of Mo,
Ru, Rh, and Pd. Finally, in the NOO series, there are data on the NVV of Pt
and Au. Data on Auger lines for transitions higher in encrgy than that access-
ible by Al K X-rays are supplied for Al, Si, P, S, Cl, Ar, Br, Kr, fragmentary

477
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duta tor the 1. .M M, Iines ol Sr, Y. 7Z1. Nb and Mo, and thc'hvg.hcr energy
M.N, N, seties lor the heavy metals, Ta, W, Os, Pt, Au, Hg. 11, Pb and B,
'I'hcu.' are no data for Rb or for any of the rare carths. With the latier the
Auger lines are oo broad to be analytically useful in this way There are als
no data avalable on the actimdes. In summary, there are entnes for all of the
dable clements except Z- 10, Rb, the rare carths, HY, Re, Ir, and the
actinides. Values tor both a agh and low energy Auger series are shown for §
CL Ar. Pt Au and Ph, In the M NN and N, O 0, wnes, the U NN,
and N,0,.0,, components are the ones cited, because in insulating com-
pounds they appear sharper and more casily measured accurately than the ¥,
and N counterparts,

L he selection of the companion photo-electron line 1s simpler. It s the s
line through Na, the 2p . line through Zn, the 3d. , line through Ba, and the
4f. . hne through Ht-Bi. In the overlapping regions this i1s somewhat arbm-
rary. Thus, the 1y energy 1s also supplied where it was available in the data for
Mg and the following ¢elements through Ar, even though they may require
higher energy sources than Mg or Al X-rays to be produced. Dataon 2p, . line
energies are supplied tor Ga, Ge, As, Se, and Br. Some data on 44 energies
are included for antimony and tellurium. Data on the 3d. ., line are supplied
for tungsten compounds.

In this tabulation a scrious attempt has been made to assemble the line
energy data in as self-consistent a manner as possible. To this end we empha-
size the following:

(a) Data on gas phase materials are assumed to have good accuracy. usually
inherent to using mixtures with rare gas standards. These data are pre-
sented without change. A comprehensive review of gas phase photo-
clectron line energies has appeared, and information there on gas phase
referencing may be useful (80-22). All data from gas phase are refer-
enced to the vacuum level and are indicated here by the symbol *v".

(b) References 80-4+, 82-1*, and 82-2* are all recent etforts to obtamn
accurate line energies of easily prepared solids relative to the Fernm level.
The values shown in this tabulation are corrected 10 Au 4/ . = 84.000
their absolute values are actually, respectively, 83,98, 84.1 and 84.00.

(¢) For all of the other data on solids, we have made the assumption of a
common energy scale with a spectrometer work tunction such that Au
4. = 840, Ag 3d,, = 368.2 and Cu 2p,, = 932.6. Data on any of
these clements afford the opportunity (o adjust the position ot the vol-
tage scale of the reference on this common basis. Smularhy, Jdata on
insulators accompamed by a valid method of charge reterence, such as
gold decoration, use of adventitious hydrocarbon or use of a hydrocarbon
moiety of the sample, assuming hydrocarbon Cls = 284 8 e\, permuiy
adjustment also. When adjustment to the data is done for these reasons.
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the reference is followed by ‘1. References Supplying no single natural
a

line energy, or no referral to the Fermy level. are designated ‘p’

though the articles may not state it, it is assumed that papt‘:rs fr - .'Oflcn,
laboratory closely spaced in ime have the same reference forum Aok
the voltage scale (usually Au 4f,.). The data for insulators "“‘C cn.d -
referenced, or of doubtiul charge reference validity, are not in;:d::lutr)il:

i Many cases the Auger parameters are included because they are ind
pendent of charge correction. =

References mcluding 1s and 2p lines for Na, Mg, Al and Si. and those with
2p,.and d lines for Zn, Ga, Ge, As and Se afford the possibility 1o cﬁcck on
the magmtude of the voltage scale, because these line differences for the
clements should be equal to the X-ray energy. This was possible for a few
references, ;md’minor corrections in high binding energy lines were made and
noted by *¢’, using X-ray energy data from (67-1). It is not possible to make
corrections for non-linearity in the voltage scales.

Older data from a given laboratory supplanted by later data have been
omitted in tavour of the later data. Some data appearing to be clearly incon-
sistent with those of most other workers have been omitted. These are usually
older studies, of the order of ten years, before instruments were developed to
their present state. Some data hitherto unpublished by the author are
included as reference 82-5. Most are data obtained in conjunction with refer-
ence (79-12). and some for reference (79-11), and were obtained in the
same way as data in those references.

Some studies emphasize the changes in line energy, where lines from both
chemical or physical states are present in the same spectrum. There are
included in the data as, e.g. Mg — Mg ox, with values of line energy changes
indicated by A. Where there is a change of phase, e.g. Zn— Zn (g). the
reference level is of course the same.

The order of presentation of compounds for each clement is roughly in

decreasing Auger parameter, but with regard to clustering of similar com-
pounds.
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NEON is KL, '] Rel.
implanted n Fe 8614 K180 16%1 4 8.7 1
::wmcﬁ:ﬂoﬁl] sel | NIR 7 1681 8 80-7
Ne (g) K70y R4Sy I6TANY 749
Ne (2) B7037v 80482 v 1674890 732
Ne (g) R70 2 v R4 R 16750 691
Ne (g) R7T00w ROL 1Sy 167418 66- )
SODILM
Na 1071.8¢ 944 1 20661 ¢ 77-23 ¢
Na 1071.5¢ 994 2 20657 ¢ 73-3
Na 994 5 786 n
Nal 1071.6 991.2 20628 75-7«¢
Nal 2062.2 74-8
Nal 2063.7 79-6
NaBr 1071.7 990.6 2062.3 75-7¢
NaBr 20631 79-6
Na — Naox A +0.7 -4.5 -~ 31X 77-23
Na ox 1072.7 989.8 2062.5 77-23r
Na ox 20620 748
Na ox 998.8 66-2 n
Na,Sb 20648 80-3
Na,KSb 2065.1 80-3
NaBiO, 1071.3 990.9 2062.2 79-11r
Na.MoO, 1070.9 991.0 2061.9 79-11r
Na,CrO, 1071.2 990.9 2062.1 79-11r
Na.Cr.0, 1071.6 990.4 2062.0 79111
Na,PdCl, 1071.8 990.2 20620 78-7r¢
NaCl 1071.6 990.3 2061.9 757«
NaCl 2062.8 79-6
NaSCN 10713 990.5 2061.8 75T«
Na,5¢0, 1070.8 991.0 2061.8 75-7r
Na,S$,0, 1071.2 990.6 2061.8 757«
Na,$,0, 1071.6 990.1 2061.7 75-7 ¢
Na,WO, 1071.3 990.4 2061.7 79-11r
Na,S0, 1071.4 990.2 2061.6 79-11«¢
Na:SO\ 2062.6 L 80‘20 r
Na thioglycollate 1071.2 990.4 2061.6 719-11r
Na,TeO, 1071.1 990.5 2061.6 75-7 1t
NaAsO, 10709 990.7 2061.6 75-7«
Na,HPO, 1071.6 9899 2061.5 79-12r
Na,HPO, 1071.5 989.7 20612 §2-3
Na,SnO, * 3H,0 1071.1 990.3 2061.4 79-11 1«
NaNO, 1071.6 989 % 2061.4 75-7r
Na,CO, 1071.5 989 8 2061.3 79-11r
Na,C,0, 1070.8 990.5 2061.3 79-11r
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_\t)l)ll;'\’— conl. l' KL).’.2| a’ Rc'
~a.PO. 10711 990) 2 -
Na PO aa 2 20613 x2.3
\: ‘Jhat\l EDIA 1070 990 4 2061 .2 7911 ¢
NaHCO, 1071.3 99 X 2061 | 7911 ¢
*J.IICL  6H,0 1071.9 Y89 2 2061 ] 7571
albite (NaAISKLO,) 1072.2 9KX.9 2061 1 K27 1
NaH.PO, 1072.0 9%9.1 20601 %2.3
NaPO, 1071.7 9%9 3 2610 7574
NaPO, 1071.6 UXY 4 2061 0 %2-3
Na.S0, 1071.2 9XY ¥ 2061 () 75-7 ¢
Na.S0, 2062.1c  80-207¢
Na,S0, 20619 796
NaOAc¢ 1071.1 PEURY 2061.0 75-7 1
Na benzenesulphonate 1071.3 989.7 2061.0 79-11 ¢
NaH.PO, 1071.1 989 X 20609 §2-3
NaOOCH 1071.1 989.% 20609 :2-!1 r
natrolite (Na,Al,8i,0,, - 2H,0) 1072.4 98%.5 2060.9 8271
NaNO, 1071.4 989 .4 2060 .58 29-11 r
NaNO, 20622 79-6
Na zeolite A (NaAISIO,) 1071.7 988.9 2060.6 a: r
hydroxysodalite 1070.5 9595 2060 3 82-7r
Na,ZrF, 1071.5 988.7 2060.2 22-3 r
Na,TiF, 1071.6 988.5 2060.1 7571
Na,AlF, 1071.9 9KK.2 2060.1 79-11 ¢
i 1071.2 988.6 2059.8 7571
;::i 2061.0 79-6
NaBF 1072.7 987.1 2059.8 75-7r
Na,GeF 10717 9881 20598  757r
Na.SiF, " 1071.7 987.7 20594  75-71
Na'(s)“ 1078.6 v 976.7v 20553 74-6
"Ethylenediaminetetracetic acid
MAGNESIUM 2p KLy Ly a Is Ref.
Mg 4995 11855  1235.45 ;g-;znr
11859 '
- 49.5° 1185.5 1235.0 1303.2¢ 786n
Mg 12353 77-11 1
M 49.6 1185.7 35, o o
M: 496 1185.6 1235.2 13032 ¢ -
77-T 1
11549
::‘ 494 1186.5¢ 12359c¢ 1303.0c¢ 75-3,76-4
- 494 1185.3 1234.7 1303.0 75-5
Mg : ; 1235.6 75-7r
Mg 500 11856 1235 Logd
Mg 1183.0 v

"From 2 = 886, assuming 25 - 2 = 39.]
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486 Pﬂl
- ¢ Is Ref
oale; x ’

MAGNESIUM-—cont. if:________“_’ pes :

5 11860 1235.5 1302.6 75-2°
Mg, Cu ‘:34 1185.7  1235.1 1302.7  75-2°
Mg, Au 50 3 1849 12352 13036  75.2°
Mg, B Hee
i 79-11

s —= MMyp d t I‘ hl 48

e Aeld 59  -4S 7
it A A+O8 Y 4.3 1. 8
e oA geioy A+1.2 5.2 4.0 1.8  Ti%g
Mg = Mg 08 K 62 47 06 753764
Mg = Mg oy A -6.2 3-8
MO 50.4 1180.4 12308 13040  79-11r
; TSl 3.6 77-11
MgO (vingle crystal) 12
Mg acetylacetonate S0.1 | 180.5 1230.6 1304.0 79-11 r
Mg cyclohezancbutyrate 50.7 1180.0 1230.7 1304.2 79-11 r
Mg erucate 50.7 11802 12309 13044  79-11r
MgSeO, 51.1 1180.7  1231.8 1304.7  79-11r
MgSO.-7H.O 51.6 1178.8 1230.4 1305.2 79-11 r
tale, Mg:$1,0,,°H,0 50.46 1180.3 1230.76 82-7r
Mgk, 5095 1178.15  1229.1 1305.0  80-15r
MgF, 50.9 1178.0 12289 13048  79-1lr
Mz (2) 1167.0v 77-20
Mg (g) 1167.1v 74-3
Mg (s) — Mg (g) A -16.0 77-20

“Line energics from 75-2 corrected b

laboratory, 77-8.

y +0.3 eV kinetic energy, based upon later work from same

ALUML\'IUM Zp KL:JL:} a' ls a' Re{
Al 7292  1393.21 1466.13 81-8r
:: 7285 139329  1466.14 S%II ‘

1393.2 78-7 n
Al

1393.2
2: 1393.0 ;z,.; r
Al 1466.2 79-15
=— 1558.2 29532 79-17

s 73.6 1391.2 14
. 64.

AIN 740 13889 14829 3?;
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ALUMINIUM—cont. 2p KL,L,, e e
‘—_________ = Il 7 M
Al 0 74.15 1387 4% 1461 63
Al — Al ox aA+2.7 -7.4 -47 BI-% ¢
Al — Al ox A+28 -7.4 46 B2-4
Al — Al o -6.5 ' 30 77-7
B +3.0 =35 J%1
1.0, sapphire 74.10 1387 .87 14
A0, sapphire. . 8181
heated 450° 7432  1387.68 1462.00
+ALO, 73.85 138824 146209 81-8¢
AL.O, corundum 294% 5 e
AR 7372 1387 Pty T %ls
:._\1: , . 83 1461.55 81-8 ¢
AI(OH)
bochmite 74.22 138760 1461.8
ANOH). - P
haverite 73.90 138762  1461.52
Al(OH), i
baverite — 743 1387.7 1462.0 824
AOH), gibbsite ~ 74.00 1387.43  146].43 81-8 1
AlF, 1460.7 79-15
kaolinite 74.68 1386.73 1461.41 82-7r
kaolinite 29486 79-17
pyrophyllite 74.71  1386.75 1461.46 82-7r
pyrophyllite 29489 82-6
MUsCOVIle mica 74.25 1387.06 1461.31 82-7r
musCcovite mica 20488 82-6
albite 74.34 1386.47 1460.81 82-7r
albite 2947.7 826
natrolite 74.25 1386.53 1460.78 82-7r
29478 82-6
spodumene 74.32 1387.13 1461.45 82-7r
sllimanite 74.58 1386.86 1461.44 82-7r
andalusite 2048.5 82-6
almandine 29489 82-6
dnonhuc 2948.5 82"6
beryl 2949.2 82-6
cordierite 2948.7 82-6
epidote 29486 82-6
microchine 29469  82-6
Pldg)ocldw 2948.0 82-6
Maurolite 2949.1 82-6
silbite 29469  82-6
wdalite i

From ¢ |4 charge reference
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48N
ALUMINIUM-—comt. 2p KLyl - L* . Ret
nn::tr:ul;l e Tin6 1IN6 90 1460 56 IRy
"'::T:I;' ks 7410 18628 1460.3X Rl-R ¢
m:::ul‘.‘u ue 74 4% ] INS NS 1460 30 K18y
H Zeolon 7482 13NSS2 146034 2.7 ¢
hydronysodalite 7398 148635 14603 82-7 ¢
SILICON
St 99 44 1616.68 1716.12 RI-K ¢
S 99.6 1616.3 1715.9 K1-4
Si 99.6 16164 1716.0 X0-6 n
St vapour
deposited 99.7 1616.2 17159 1839.3¢ 3455.5¢ 747
S 1616.4 777
St 3456.3 79-17
PdSy, . 99.8 1617 4 1717.2 80-16 1
MoSi, 99.56 1617.20 1716.76 S1-Xr
MoS:, 99.4 1617.4 1716.8 Bl-8r
SiC 1714.1 80-6
SicC 34537 826
Si;N, 101.9% 16122 1714.1 81-4
Si,N, 1713.7 3454.15  80-6,
82-6
phenylsilicone
resin 102.74 1609.96 1712.70 82-7r
methylsilicone
resin 10292  1608.80 1711.72 82-7r
poly-dimethyl-
silicone 102.40 160938 1711.78 82-7r
Si ox 103.43  1608.27 1711.70 8181
Siox (on $1100) 1034 1608.6 1712.0 81-4
Si0, (on 51100) 1711.9 81-4
$10, vapour
deposited 103.4 1608.8 1712.2 1842.7¢ 3451.5¢ 7471
$10; a-cnisto-
balite 103.25  1608.64 1711.89 81-8 7
$10, a'-quartz 103.65  1608.6 1712.25 82-7r
$10, quartz 1712.2 34524 hﬂ-g
82-
SiO, Vycor 103.5 16085  1712.0 7881

“Formed by N3 bombardment of Si(100) waler.
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JLICON—con » KLayla . a« Ref.
i 1.59
0. &l 103.5 1607 87 1711.46 82-7 r
: 104.1 1607 4 17115
0. gel 1711 78R ¢
O. gel 3 80-6
e 1711.8
)i()t . 30-6
::m,mmrphitc 101.96 161052 1712.48 82-7 r
3452.7 826
wollastonite 102.36 1609.99 1712.35 B2-7r
pecudo-
wollastonite 102.16 1610.27 1712.43 82-7r
wak 103.13 1608.93 1712.06 82-7r
tak 17123 34536  B80-6,
82-6
kaolimite 102.98 1609.03 1712.01 82-7r
kaolinite 1711.9 34515 BO-6,
79-17
pyrophyllite 102.88 1609.20 1712.08 82-7r
pyrophyllite 1712.1 3453.1 80-6,
82-6
muscovite mica 102.36 1609.64 1712.00 82-7r
muscovite 1712.0 34525 B0-6,
79-17
sillimanite 102.64 1609.48 1712.12 82-7r
spodumene 102.46 1609.59 1712.05 82-7r
almandine 1712.4 34530 BO-6,
82-6
anorthite 1712.3 34524 80-6,
82-6
biotite 1712.15 80-6
bentonite 1712.1 80-6
lepidolite 1712.0 80-6
. g 711.95 34520 80-6,
microcline 1 82-6
b 4 3452.1  B0-6,
beryl 1711 826
ibite 711.7 34519  80-6,
- . 82-6
andalusti 34526 826
s 34536 826
kyanite 34526 B2-6
czrchuiu 34527 B2-6
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Practic
490 . o 15 a Ref,
?p hl«;'c -2 —
SILICON—con!. 3452.2 826
34526 %2.6
0:::;::;1(' 34525 K26
ot v
zircon 4 he6
serpenting -
< 160872 1711.67 82-71
soda glass lgg‘z“ :f:l)').Zﬁ 1711.89 82-7Tr
albite 102.6. 34523 82-6
albite 711.84 82-7r
natrolite 10222 1609.62 1 14524 %26
natrolite
_ 82-7
hydrowsodalite  101.65 16107 1712.35 345235 8.6
sodalite 34524 82-6
plagioclase
molecular sieve
type A 101.43  1610.09 1711.52 81-8r
molecular sieve
type X 102.16  1609.40  1711.56 81-8r
molecular sieve
type Y 102.84 1608.63 1711.47 81-8 1
H Zeolon 103.28 160840 1711.68 82-7r
SiCl; (g) 110.17 v 1600.16 v 1710.33 80-10
Si(OMe), (g) 107.70 v 1601.81 v 1709.51 80-10
Si(OEt), (g) 107.56 v 1602.27 v 1709.83 80-10
SiMe. (g) 105.94v 1603.74v 1709.68 80-10
SiEt, (g) 106.03v 1604.3v  1710.33 80-10
SiCl;Ph (g) 108.81 v 1601.95v 1710.76 80-10
SiCl,C;H, (g) 10892v 1601.51v 1710.43 80-10
SICLE! (g) 108.97v 1601.34v 1710.31 80-10
SiCILC.H, (g) 109.05v 1601.29v 1710.34 80-10
SIClMe (g) 109.15v 160096 v 1710.11 10
SICLH (g) 109.44 v ' -4
3 44v 16003v  1709.74 80-10
SiCl,MeC.H,
s.cﬂef.(; (8) 108.07v 1602.08v 1710.15 80-10
See 10785v 1602.52v 1710.37 80-10
S(‘l:;\. €. (g) 108.10v 1601.82v 170992 80-10
SCMel (g) 108.53v 1601.17v 1709.70 80-10
oCIMe.C\H, (8) 10695y 160318 v 171016 10
iMe: @) 107.06v 1602.50 v 1709.86 %0.10
SiMe,CH.Cl 5 ol
SMe(OED), (§) 107,09 66 09, Lo 50-10
g!izf:lo'ﬁﬂ: (&)  106.69v 1603 00 : :?zgg'gg g
S:F e(;SEI @) 106.29v 160329\ 1"09'53 i{:g
s 111.70v 159533y 1707
SiH, (g) 1071v 16012v 17080 1847.0 e
. 0 34482 7411,
79-4
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M > Kol « Is Ref.
- 128.7 1K58.9 1987 6
:. ';L.d; ::22 1857.0 19872 :?j 116 :
NaPO; e 1848.3 1983.0 8.8 7
:;:T_’_i___ D3, 508 1983.9 80-16 r
ot i 141,15y 1842.6 (
SPCH (8) v 1983.75 79.
OPCl: () 14135y 18413y 198265 3
PCl, (2) 140.1S v 18424y 1982 55 79.4
SPF. () 14285 v 1839.1v 1981 .95 79-4
C.H.P. phosphazene (g) 136.1 v 18453 v 1981 .4 79-1
PF. (£) 14465 v 1836.2 v 1980.85 79-4
P (2) 14205 v  1837.4v  1979.45 79-4
PH. (2) 137.35v  1842.0v 1979.35 21505v 794
PH, (g) 137.3v  18414v 19787 79-1
SULPHUR
WS, 162.8 2115.6 2278.4 78-8
NIWS, 162.6 2115.9 2278.5 78-8 r
NiS 162.8 2116.1 2778.9 80-16 r
Na.S.O, (central S) 168.6 2107.8 2276.4 78-8r
(peripheral S) 162.5 2112.5 2275.0 78-8r
Na.S0, 166.6 2108.5 2275.1 82-8 r
CuSO, 169.1 2108.0 2277.1 80-16
SF, 174.4 210045  2274.85 82-8 1
SF, (g) 180.4v  2092.6v  2273.0 2490.1v 76-6
SF, (g) 180.28 v 2092.52v  2272.80 77-2
Cs, 163.6 2111.65  2275.25 82-8 r
CS; () 170.03v 210140 v  2271.43 76-1
50, 167.4 2106.2 2273.6 82-8 r
SO, (g) 174.8v  20955v 22703  2483.7v 766
50, (g) 174.84 v 2095.40 v  2270.24 77-2
COS (g) 170.8v  2099.2v 22700 76-1
H,S (g) 1702y 2098.7v 22689  24785v 766
H.S (g) 170.44 v 209842 v  2268.86 ‘;;-3
H,S (g) 2099.1 v 2477.7v  19-
. LLV
S(s) 164.25 152 316 82-5
CHLORINE 2,2 LVV a b i
, -12
?g(vlnyl chloride) 200.1 182.3 ggg; ;3_:8 :
Kalo Yoes  1s10 3813 THE:
) . " ’ 77-18r
xCio, 2087 1807 3894




Practical Swr face Analysis

. |, ) Iy Ref
‘J. i A‘ LA ] \

HLORINE —comi ———— e
L‘f_'_',‘ _E'_ bt o oas V872 J5K2.76 KO-|
() aN6 237852V 23H2.38 KO-

CHOL, () :t!‘ .‘t\ v 27400y 2582010 KO- |
QOF () o8 18y 237664y 258202 KO- |
O HAT () a2y 237607y 25R1.79

v O ML (R) R

SO RS 17§ 25K1 5K K0-1
-Gy () 208.81 v B335 S ==

: B 20662y 2378.15v 258177 80-1
: "-"‘:-‘ ‘.’“,‘ 20747v 237418 v 2581.66 K0-1
AP B 50592y 237546 v 25K1.38 80-1
t‘i l‘S‘ & 07.82 v 2373.72v  25K1.54 80O-1
QOF, () 207.83 v 2373.30v  2581.13 KO-1
CH.Q (®) 20626 v 237451 v 2580.77 80-1
QF () 20918 v 2370.73 v 257991 50-1
HQ (2) 20738 v 237198v  2579.36 50-1
HA (g) 2372.2v 2829.2v 794

ARGON 2pys  LiM;M3 LM;M3 @ Is KLy L,y Ref.
Ar (mplanted m Fe) 241.7 216.9* 458.6 75-7r
Ar (immplanted in Be) 211.0v  2128v 79-13n
Ar (adsorbed on Ag) 2106v  212.7v 76-10
Ar (mululayer on Ag) 207.6 v 76-10
Ar (2) 24862 v 203.49v 205.61 v 453.17F 732
Ar (g) 32059 v 2660.51 v 69-1,
77-3
“Centre of unresolved peaks.
TCalculated for mean of Auger peaks listed,
POTASSIUM
8 5 547.9 80-3
N 546.8 80-3
L 547.0t 80-3
KI 292.8 250.8"
. . 543.6 75-7r
KB
KQ 2931 2483 2507 5426 79-121
2.5 250.4 5429 82-5
KNO .
K,SO, 922 249.3 542.2 75-7t
K,S0, 542.5 80-20
KF - . 542.3 80-20
KSbF, 203 7 249.6° 542.1 7571
K (g) 500 %« 248.6 542.3 75-7r
- 236.67v 23951y 5402t 81-7

"Peaks composed mainl
yof L .M, M,!
columns are for the unremlvcd‘doiljblczl? e

5 MM y,'D, respectively. Values centred between (hes
veer parameter based upon L,M,,M,;5. The others are based upon Auger encrgies of the unresolved

doublet,
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A LCIUM Pyz  LMMy LiMMy: o Ref
(;/._—_ 3459 298.2 644 | =
ca 348.3 2919 6402 gl
L.:J:, : g -“"--‘ 291.9 638 4 72'7 K
G0 34;.,4 2925 6398 :ﬁl?z
a0 a +7' e 4.3 80-12
L-Jgﬂ 347.6 291.2 638 8 82 %2
t“:tli 347.0 291.8 63K K 79:] 2[ '
wollastonite 347.0
5 glicate) 347. 291.5 638.5 v

S 347.9 2889 6368 s
-—‘-'_‘F.-‘___

3 4019 3349 736.8
<-0; : 79-12 ¢
il 403.3 333.5 736.8 82-5
v scenvlacetonate 402.2 333.4 735.6 B2-5
<F. 405.0 329.8 734.8 ¥2-5

*Peaks composed mainly of L, M,3M,3'D; and Ly Moy M,y Dy, respectively. Values centred between these
solumns are for the unresolved doublet.

m.&.\.lUM 2p3;,2 LJM23M23 a' KL23LZJ a Ref.
Ti 836.6 77-6
TiO, 840.3 77-6
LM,V
Ti 454.0 419.1 873.1 79-12r
TiN 455.7 420.0 875.7 79-11r
TiC 454.6 418.2 8§72.8 79-11r
TiO, 458.7 414.9 873.6 82-5
Ti0, 458.5 414.7 873.2 79-11r
T10 acetylacetonate 458.4 414.8 873.2 79-11r
Utanocene dichloride  457.2 414.9 872.1 79-11r
Na,TiF, 462.6 409.8 872.4 79-11r
K,TiF, 462.1 409.4 871.5 79-11 1
Ti=TiC + -15 =02 692
Ti—=TiN : +{§ -19 -04 692
Ti—Tio o 1'0 ~1.6 -0.6 69-2
Ti=Tio, A+4.9 -58 09 692
XANAD'UM SRETS 79121
- ::2.11; 472.0 : 94 -06 692
CHROMIUM 79-12 1
- 574.3 527.2 11015
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Pra
494 2"‘ . l l'"} .V g. Rc[_
GANESE e ————
MANGA 30 sH6.4 12254 9.1,
\ SRZBvV 81-6
i 42.4 584.9 1227.3 82.5
::ng 6423 581.9 1226.2 1911 ¢
AMnlds T e
T R 580.9 1223.7 79-11 ¢
Mn(l; 6423 582.4 1224.7 7911 ¢
MnSiO, 641.7 582.0 1223.7 19-11 1
k"..'u‘rjul;«lR \PE" 640.8 582.2 1223.0 79-11 ¢
Ma(C iy /2 —
561.6v -6

Mn (g) .
Mo (5) = Mn (8) A-21.2 -6
*The nitrogen higand contans three pyridine rngs.

IRON 2032 LVV® a Ref.
Fe 706.95 702.4 1409.35° 79-12r
Fe-O, 711.0 703.1 1414.1 79-11r
Fe,O: 710.9 702.0 1412.9 82-5
FeWO, 711.5 703.1 1414.6 79-11
Fe(WO,); 711.1 702.5 1413.6 79-11r
FeS 710.4 703.2 1413.6 79-11r
FeS. 707.4 702.7 1410.1 79-11r
Fc":' acetylacetonate 711.5 700.8 1412.3 79-11r
Fe'! acetylacetonate 711.8 700.3 1412.1 79-11r
Fe cyclohexanebutyrate 712.0 700.8 1412.8 79-11r
Fe dithiodibutylcarbamate 7k13 7
Fe dithiodiby ALe 701.2 1412.5 79-11t
b wsoss il . A 1411.4 79-11r
EC(FCEgi?N:h( PF,)," 708.2 699.6 1407.8 79-11r

i b 709.9 698.4 1408.3 79-11 1
K.Fe(CN), 708.5
KiFeF, Lo 698.9 1407.4 79-11r

J 8 698.6 1412.4 79-11¢

——

The Auger line for all but Fe and FeS, is very broad, ca. 8 eV wide, and accuracy of the line

energy 1s therefore limited.
TLigand 1s CHNCH=NCH,.

COBALT
ij‘.z L3 VV a' Rcf.
Co i
Co 778.1 7732 1551.3 79-12r
~ 7782 7730 1551.2 7713
10, =
Co,0, 780.0 7736 1553.6 82-5
Co,0, 780.3 7739 15542 79-11r
CoO 7793 7736 15529 77-13
780.2 7736 1553.8 82-5
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ALT—conl 2y L.y :

comt = e L
oSy 5 770 4 155
:u.\\'d‘. 813 7704 151::: ;;llll ’
‘.“-‘_\\_k‘m\anch.ul)ralc. 7816 7700 1551 6 79:“ r
o Sbunldithiocarbamate 1795 770.2 15497 79.11 ,
R r
CoNHOCL o 181.7 7686 1550 3 :
co\,tetramethylethylenediamine )(NO,), — 780.0 7701 1550 1 ;3,1::
kik‘t“(( :\)o' iy 781.9 7668 1548 7 79-11r
CoC o Hy-N(PEQ), 780.5 7734 15539  79.1,
Comk, 7836 7682 1551 K 7911 r
I mtrogen higand contains three pyridine rings.
NICKEL 2y, L\vV Ref.
h:l 852.7. 846.2. 16959, 82-ler
!\'y 852.5 846.2 1698.7 79-12r
Ni 852.6 845.9 1698.5 76-5
!\‘g 852.7 845.8 1698.5 74-4r
Ni 852.9 846.1 1699.0 RO-8
Ni(s) — Ni (implanted in C) A +09 -0.7 +0.2 80-8
NO 853.5 846.0° 1699.5 82-5
.\§0 853.5 846.4° 1699.9 79-11r
NiO 854.1 845.8 16999 74-4

Ni cyclohexanebutyrate 856.3 842.5 1698.8 79-11r
Ni acetylacetonate 855.7 8429 1698.6 79-11r
KNI biuret 856.8 841.9 1698.7 79-11r
N1 tnfluoroacetate 856.9 8418 1698.7 79-11r
NiSiO, 856.9 841.4 1698.3 79-11 1
Ni dimethylglyoxime 854.8 842.4 1697.2 79-11r
Ny(C,,H,;N;)(PF,),! 855.4 842.1 1697.5 79-11r
K:Ni(CN), ’ 855.4 840.3 1695.7 79-11r
NiF, 857.4 842.4 1699.8 79-111
NiSiF, 858.7 840.4 1699.1 79-11r
“Taken as the centre of a broad square line. _

"The mitrogen ligand contains three pyndine rings.

COPPER 2 LyM s My Ref.

Cu 932.67. 918.65. 1851.32+ 82-2.

Cu 932.68. 918.62. 1851.30.  80-4.

Cu 932.6. 918.8. 1851.4- 86'1;

Cu 932.6 918.4 1851.0 79-12r
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496 1’,‘ & ! \“‘u "H . Ref;_‘
- - - __________._--—-""-"'_'—__
W 9185 I851.3 179¢
932 8 9181 18S1.1 132
Cu 912.5 91K.6 1851.2 75-7¢
& T 9188 18514 77-10
u 92 : 3 2
Cu 032.7¢ 918.6 i 76 5__
Cu s 51.2 73.9
e ——— % 0 18
" 932.2 5ia0 1851.4 76.7
cu i 018.4 1851.4 785
Cu Q:g:\.| 018.2 I851.3 78-2
Cu ——
: 918.0 1850.8 73-5
Cu ::;3 018.1 1851.1 73-2
% <ol 851.5 8l-2r
Cu 932.6 918.9 | e
Cu : 8.9
Cu N
¢ 1851.9 779 ¢
AlCu 933.9 918.0 1849.9 78-5
: 032.3 917.6
5 932.4 918.3 1850.7 78-5
c:.s 932.5 917.4 1849.9 75-7r
- & ~1.30 82-5
Cu— Cu.S A+ 0.07 1.37
Cu— Cu.S A+ 0.1 -1.8 ~1.7 ;ﬁo
CuS 932.6 917.8 1850.4
Cu,0 932.6 916.6 1849.2 82-5
Cu,O 932.4 917.2 1849.6 77-10
Cu-O 932.2 917.6 1849 .8 76-Tr
Cu,O 933.1 916.2 1849.3 78-2r
Cu— Cu,0 A-0.11 -2.00 -2.11 82-5
Cu— Cu,0 A+ 0.1 -2.3 -22 74-10
Cu— Cu,O A =23 81-2
Cu— Cu,0 A 0.0 ~22 ~2.3 73-5
CuO 933.8 917.9 1851.7 82-5
CuO 933.6 918.1 1851.7 77-10
CuO 933.8 917.8 1851.6 78-2r
CuO 933.5 9179 1851.4 76-7r
CuO 933.0 917.9 1850.9 73-7
Cu~Cu0 A +0.96 ~0.88 +0.08 82-5
Cu=CuO A+12 -1.0 +0.2 74-10
B0 A+1.3 -0.8 +0.5 81-2
Cu~— C“(OH)z A+2S5 -2.7 =02 81.2
g"Cl 932.4 915.6 1848.0 77-10
uCl 932.6 915 7r
CuCl 934'4 0 1847.6 75-
2 ; 915.5 1849.9 77-10
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COPPER-~cont. 2Py LM M, « Ref
(:u(‘l; 935.2 9151 18503 7911«
CuCl, 934 8 915.3 18501 Kl-1r
Cul!r_- 9331 9169 1850 2 8l-1r
CuCN 933.1 9145 1847.6 7571
L:U:‘n\k)\olu 932.0 916.5 1848.5 73’2 r
(u§0. 935.5 9159 1851.4 B2-5
CudO, 9355 915.6 1851.1 T77-18r
Cu(NO,), 935.5 915.3 18508 77-18 1
CuCO, 935.0 916.3 1851.3 79-11r
CuMoO, 934.5 916.6 1851.1 78-2 1
CuSiO, 9349 915.2 1850.1 7911 1
CuC(CN), 933.2 914.5 1847.7 77-18r
Cu(C,,Hy;N, )(PF,),* 934.0 915.9 18499 79-11r
CuF, 937.0 914.%8 1851.8 79-11r
CukF, 936.1 916.0 1852.1 77-10
CuF, 936.8 914.4 1851.2 S8i-1r
Cu = Cu atoms in $H0, A 0.7 -4.1 ~-34 79-18
Cu — Cu (g) A 23 -13.2 -10.7 R2-11
"The nitrogen higand contains three pyridine rnings.
ZINC 2p,|,: L)M‘QM4\ a Rel.
Zn 1021.65 992.2 2013 85 79-12 «
Zn 1021.6 992.3 20139 77-15r
Zn 1021.7 992.5 2014.2 73-6
Zn 10214 ¢ 9920 0134¢ 76-5
Zn 1022.0 091 .8 2013.8 74-8
Zn 1021.7 ¢ 992.0 2013.7 ¢ 77-10
Zn 1021.9 992.4 20143 7441
Zn 10214 ¢ 992.3 2013.7 ¢ 77-12n
- 9884 ¢ 77-17
g O8K.2 v 77-20
Zn 991.7 70-3
ZnTe 1021 6¢ 99113 20129¢ 77-12n
ZnSe 10220¢ 9%9.5 2011.5¢ 77-12n
7nSe 20102 70-1
ZnS 1021 6¢ 989 7 2001.3¢ 77-10
InS 1021 9¢ 95 2 20101 ¢ 77-12n
ZnS 20119 70-1
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34> LM My o Ref,
ZINC—cont T T OKN_ 7 20010.2¢ 77107
Znl. - 2001 1 ¢ 77-12
Znl. 20103 ¢ 17-12
]n"l_» l“:‘ s UR7 1 20107 T‘-? r
ZnBr, s
—_— 0217 UKK.2 20099 73.6
Zn0O 1022.1 ¢ OR7.6 2009.7 ¢ 77129
ZnQ) 10221 ¢ OR7.7 20009.8 ¢ 7?.[0
ZnO 2010.3 70-1
;:n:: 10219 U880 2010.5 82-5
£} 5 ( 19,
ZnO 1022.2 D87 .4 2009.6 74-%
iz i A+ 03 -4.,2 -39 79-11
2’:_. j: ::: A =42 77-17
Zn — Zn O A+02 -3.5 -3.3 74-4
ZnCl. 2009.2 ¢ 77-12
Zn acenlacetonate 1021.4 987.7 2009.1 75-7¢
. H.-N)(BE)," 1021.3 988.3 2009.6 7911 r
fcnr;%rinirf\hnc}((Znas’i‘licatc) 1021.96 987.30 2009.26 82-7r
ZnF, 1021.8¢ 986.2 2008.0 ¢ 77-10
ZnF. 2008.2 ¢ 77-12n
ZnF. 1022.8 986.7 2009.5 75-7¢
ZnF, 2007.4 74-8
Zn (g) 973.3v 74-2
Zn (g) 9745 v 77-20
Zn—Zn (g) A 3.15 =131 -99 79-7
“The nitrogen ligand contains three pyridine rings.
GALLIUM 3d LM M a 2py, Ref.
g: 18.7 1068.1 1086.8 79-12r
Ga 18.7 1068.1 1086.8 1116.6¢c  82-5,75-7r
Ga 18.6 1068.3 1086.9 1116.5¢ 73.6
Ga 18.4 1068.2 1086.6 77-22
Ga :35 1069.0 1087.5 11164 ¢ 74-4r
2 1068.1 1086.6 78-4r
GaAs (cleave —
i (dcmg; igi 1066.4  1085.6 79-3 1
GaAs (sputtered) 19—0 1066.2 1085.6 78-4r
GaAs (chem etch) 19.3 6T 1086.1 18-4r1
' 1066.2 1085.5 78-41
GaP 19.3 -
GaN 1954 10662  108s.5 82-5
Ga — Ga ox Ausn 1064.5 1084.04 80-9 1
Ga — Ga ox A +2:6 =%t =43 8§2-5
~6.4 -3.8 74-4
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LIUM Ad s
GALL w0 . 1l lu" = .
B - i 2 ., Ref
Ga, 0, 210 1061 9 p—
Ga,0v 203 1062 & ::::i? ise 184
GaAs = Ga ox A+l0 =38 24 73.6 ¢
793
GERMANIUM Ad LM, M &
an 2‘,‘ 3 & R.tf
Ge 29.0 11454 1174 4
Ge 2918 114822 1174 7719y
Ge 29.5%  11450° 1174 25 :g:;i.‘ 23624¢ 7912
Ge 290 1145.0 1174{] ll]?[j 2362 4 77-16
Ge 29.2 11449 11741 e 23620c 744y
' 77-22
GeTe, 300 11448 1174.8
GeSe, 309 11438 11747 Lird
GeS, 305 11437 11742 Ll
Ge = Ge ox A+4.1 -8.0 =39 +3.8 -42 7::,:9'
Ge —= Ge ox A+38 -7.9 - 4.1 +3.7 -4.2 82.5, 75-7
75-7r
GeO, 32.7 1137.7 11704 12206 23583  §2.5.
75-T7r
GeO, 23589  76-8
Na,GeF, 33.3 1135.7 1169.0 1221.3 23570 82-5,
¢ 75-7r
K.GeF, 235715 76-8
GeBr, (g) 3895v 1130.32v 1169.27 734
GeCl, (g) 396v 112901 v 1168.61 73-4
GeMe; (g) 3563v 1132.64v 1168.27 73-4
GeH,Br (g) 37.65v 112981 v 116746 734
GeH Cl () 37.77v 11294v  1167.17 734
GeH Me (g) 36.44v 1130.55v 1166.99 73-4
GeH, (g) 369v  11295v 11664 73-4
GeF, (g) 41.55v 112428v 1165.83 734
“Vacuum-level referenced values corrected by a 4.3 ¢V work function.
"Based upon 2py; and LyM (M.
ARSENIC d LM My a 2py2 Ref.
As 41.8 12250 12668 1323d4c 76-2
As 415 1226.1 1267.6 75-6r
As 41.5 1225.2 1266.7 1323.1 §2-5,79-11«
As 42.1 1225.0 1267.1 1323.7¢ T744r
As 41.6 12254 12670 13233 824
GaAs (cleaved) 413 12245 12658 79-3n
GaAs (chem etch) 41.2 1225.0 1266.2 13230 824
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ARSENIC— cont W L MM e 2 Ref.
saAs (sputtered 410 12288 12665 13227 K24
3::‘ ::::ullcrcd; 409 12284 12663 13228 79-12 ¢
NbAs 40 8 12260 1266 8 716-2
As,Te, 1225.0 76-2
As.Se, 430 12203 12663 13247 762
As,S, 43S 12220 12655 13256 7627
AsS, A31 12227 12658 13251  76-2r
Ph,AsS 44.1 12200 12641 13259 762
Mc,AsS 44.0 12193 12633 13258 762«
Asl, 4315 12229 1266.4 1325.6 76-2 1
McAsl, 435 12223 12658 13251 762«
AsBr, 453 12181 12634 13274 762«
Ph,As 424 12211 12635 13243 7627
As,0, 444 12189 12633 13267  76-2
As, O, 450 12188 12638 13264  79-11r
As.O, 449 12187 12636 13266  82-4r
As, 0O 462 12174  1263.6 13281 762«
As.O 449 12186 12635 13288 74-4r
NaAsO, 442 12194 12636 13256  79-11r
NaAsO, 443 12196 12639 82-4r
Na,HAsO, 455 1217.1  1262.6 13268  79-11r
Ph,AsO 443 12195 12638 13255  76-2
PhAsO(OH), 45.2 12184 12636 13268  76-2
Ph,AsOOH 444 12190 12634 13268  76-2
Me,AsOOH 446 12184 12630 13263 762
(C,oH1,),AsOOH 44.0 12190 12630 13255 762
BuAsO(OH), 45.1 12183 12634 13270 762
KAsF, 47.8  1213.8 12616 13300 79-11r
GaAs — As,O, A 3.1 -5.9 -2.8 79-3
Is Ly MMy
C(HAs (arsabenzene) (g) 211.2 1248.2 79-1
AsMe, (g) 211.1 12479 79-1
AsH, (g) 2124 12451 79-1
SELENIUM My, LyMM a 2Py at Rel.
Se 55.5  1307.0 1362.5 80-5 1
Se 55.7  1306.7 1362.4 79-11r
Se 55.5  1306.6°  1362.1° 14342c  27408c  79-12r
Se 56.3  1305.8 1362.1  1435.0c  2740.8¢c 7441
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SELEN'L‘L|—C0’" -‘dq 3 £ 1.".1 "" I. .‘p. 3 ’.\-H.HM.! Rei
Se 1619 11782 77-18 ¢
USe,; w 1611 11800 77-18 1
Ph.Se $6.0 1303 8 1359 % RO-S ¢
Ph.Se, 56.0 1304 | 13601 BO-5 r
S¢e=C(NH,), 55.0 13052 13602 RO-S r
Ph.Sel. S8.3 1301 9 11602 %05 ¢
Ph.SeCl, 579 1302.7 1360.6 KO-S r
C-H, S, SK.1 1302.6 13607 80-5r
SO, 39.0 1301.4 1360 4 BO-5 ¢
H.5¢O, S92 13008 1360.0 80-5 r
H.S¢O, 61.2 12979 1358.1 80-5 r
. Ph.SeO S7T8 13017 1359.5 80-5 r
- Na,SeO, 58.5 1301.2 1359.7 79-11r
Na,5e¢O, 164.9 1173.1 77-18 ¢
Na;SeO, 60.6 12989 1359.5 79-11 r
MgSeO, 59.5 1299.2 1358.7 79-11r
(NH,):S¢O, 59.2 1300.1 1359.3 79-11r
K.S5¢0O, 165.9 1173.1 77-18r

"=0.5eV. 7Based upon 2p;;; and LM M 5.

BROMINE 3‘15‘.2 LJM,;j M,|5 al ?.p_w: RCE.
KBr 68.7 1388.0 1456.7 80-16 r
LiBr 68.9 1389.2 1458.1 1548.8 78-8 r
NaBr 68.9 1388.3 1457.2 15490 78-8 r
C,sH::NMe;Br 67.5 1390.1 1457.6 15475 78-8 r
KBrO, 74.8 1384.4 1459.2 15539 78-8 r
tetrabromophenol-
sulphonphthalein” 70.5 1387.9 1458.4 1550.5 78-8r

CBr, (g) 76.7v 13789v 14556 70-2
CHBr; () 76.8v 1378.6v 14554 70-2
CH,Br, (g) 76.6v 1378.1v 14547 70-2
CH;,Br (g) 76.3v  1377.6v 14539 70-2
KRYPTON

Kr (g) 93.8v 1460.4v 15542 73-2, 72-1
STRONTIUM

SrF, 1640.6 78-8r
YTTRIUM

Y,0;, 1736.5 78-8 1
ZIRCONIUM

Zr ox 1831.0 78-8 1
NIOBIUM 78.8 1

Nb ox 1919.7
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\IOL\RD.L\[\I M, . LM M, R

MWV a
Mo 2279 2228 4507 79.12¢
Mo 2280 2038 R 2266 8 RO-16 1
Mo ox 232.7 0322 22649 KO-16 1
Mo = Mo o A +47 6.6 19 KO- 16
Mosi. 227.7 20090 22667 K27 r
"The inbcany, bromophenal blue
RUTHENIUM > - M, V) a Ref.
Ru 280.2 74.2 554.4 79-12¢
Ru(C0O),. 2809 271.8 552.7 82-5
RHODIUM
Rh 307.2 301.3 608.5 79-12¢
Rh acetylacetonate 310.0 298.8 608.8 79-11 ¢
RR(NO.)+2H,0 310.7 297.7 608 .4 79-11r
RbCl,-3H,0 310.0 298.2 608.2 79-11r
Na,RhCl, 310.0 297.7 607.7 79-11 1
Rh(CO),, 308.6 298.7 607.3 79-11r
R.h(.\'H-\)‘Cl_l 310.0 297.1 607.1 79-11r
(PH.P),RhBr 309.5 297.5 607.0 79-11r
(PH,P).RhHCO 309.5 297.4 606.9 79-11r
(PH,P).RhCl 307.5 297.3 604.8 79-11r
PALLADIUM 3"5;* M.INJSJ\’-I_‘ a Ref.
Pd 335.1 327.8 662.9 79-12 ¢
Pd 334.6 3285 663.1 79-14n
Pd 335.1 327.8 662.9 80-17
Mg-(Pd-, 336.2 326.4 662.6 80-17
Al Pdo 337.4 325.5 662.9 80-17
AgPd 334.6 328.8 663.4 80-17
AgoPdy 3349 329.8° 664.7 80-17
AgePd,, 334.9 329.7° 664.6 80-17
Pt Pde, 3346 3275 662.1 79-14n
AuPd., 3345 327.5 662.0 79-14n
Pd ox 336.4 326.3 662.7 79-14n
PdSO, 338.7 3248 663.5 79-11r
Pd acetylacetonate 338.1 3249 663.0 79-11r
PA(NO,): 338.2 324.7 662.9 79-11 r
PdBr, 337.7 3249 662.6 79-11r
Pd(CN), 338.7 323.7 662.4 79-11 1
PdCl. 338.0 325.2 662.2 79-11 1
(evC.H,.),PdCl; 338.5 323.8 662.3 79-11 r
PA(NH,),Cl, 3384 323.8 662.2 79-11 1
(Ph.P)sPdCl: 338.0 3236 661.6 79-11r
Na,PdCl, 338.0 3234 661.4 79-11 1
K,PdCl, 337.9 323.1 661.0 79-11 ¢
(Ph,P),Pd 335.1 3244 659.5 79-11 1

*Line distnbution s unusual
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SIL
Jd‘ ! Ml Nu Nu o Rt'
Ag 682K,
AR 16K.1 ::;:4 726,12, K22
AR I68.2 18K | ;i" 0 7912 v
Ag 3683 263 7791
v i 158.0 726 3 7710
Ag 1683 1550 726, 1 731
Ag 368.4 157.5° 7
A b I 5. 259 7K.
AR 168.2 157.6° 7258 77_?”
AR 368.2 357.9 726.1 79.9
AR 357.8 783 ¢
Ag 359.3 71-1
- 353.7v 76-10
Mg Agsy 368.3 358.1° 726.4 X018
MgoAR< 368.7 357.9° 726.6 80-18
Mgy, AR, 368 8 358.2° 727.0 80-18
AlAg, 368.7 357.7 726.4 779 r
AlyARw 368.8 357.7° 726.5 R0-18
Ag,S 368.2 356.8° 725.0 78-5
Ag.S 724.7 80-20
Ag,Se 367.9 357.0° 724.9 78-5
AgCuSe 367.9 356.9° 724.8 78-5
Ag,0 368.5 356.0* 724.5 78-S
Ag,0 367.9 356.6 724.5 73-1
Ag,0 367.8 356.7° 724.5 77-10
AgO 367.6 357.2 724.8 73-1
AgO 367.4 356.6" 724.0 77-10
Agl 368.0 356.1° 724.1 77-10
AgOOCCF, 368.8 355.1 7239 75-7 ¢
368.3 354.2 722.5 75-7r
. 367.9 355.1° 723.0 77-10
st 722.5 80-20
AgF 367.7 355.3° 723.0 77-10
367.3 355.6° 7229 77-10
AgF; 41.8° 80-14
Ag (2) 341.
*6.0 eV added to value for M N (5N s 10 give value for M NNy
CADMIUM 3y, M NisNys « Ret
. 79-12r
cd 405.0 383.6 ;gg.g g
cd 404.9 383.7 :
Cd 405.0 384.0° 789.0 7?-;0
cd 405.3 383.5° 788.8 79-
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CADMIUM - qont. _‘f:_:_‘ R MN N a R
e RS 6 \"
W KOS v* uw
O RO A v 7.
20
S IR0 v 7.
d e e —— 76—94
. 4049 I82.2 WL
ey WIS a08.2 824 T87.6 2210,
QdTe 405.0 I2.6° 787.6 8210,
b 40583 3815 786.8 ;;-lu
4o 4050 IR1.7 786. 10
(J‘\c (1 ( ) 7 Hz.“‘j'
ads 405.3 381.3° 786.6
adl. 405.4 8122 786.6 o
Q0 404.2 g2.4° 786.6 _”::g
CHON). 405.1 380.0 785.1 2910
CuF. 405.8 378.8 784.6 i
CdF- 405.9 379.0 784.9 7710
Gd—=Cd(p) A+295 =118 —8.85 79.7
Gd (g) 368.2v 77-24
Cd (g) 368.3 v* 77-20
Cd (g) 367.9 v 741
*6.8 ¢V added 1o value for M¢N N5 to give value for M N sNys.
INDIUM
In 443.84 410.41 854.25 79-8
In 443.8 410.4 854.2 79-12 ¢
In 444.0 410.5 854.5 77-14¢
In 444.3 410.1 854.4 7571
In 444.0 410.2 854.2 799
In 443.6 410.5 854.1 80-11n
In 443.4 411.5 854.9 79-16n
In 411.1 71-1
InTe 444.3 409.2 853.5 79-111
InTe, 444.5 408.9 853.4 79-11 1
InSe 445.0 408.0 853.0 79-11 1
In,Se, 444.8 408.3 853.1 79-11¢
inS 444.5 408.3 852.8 it
In;S, 444.7 407.3 852.0 163
In;$, 4443 408.0 852.3 e
In;$, 444 4 408.9 853.3 B i
n
(nP 444.0 410.0 854.0 g
In = In ox A+12 -3.0 -2.4 73:*'1 f
In,0 444.3 406.8 851.1 W
In;0 4440 406.6 gso6 "
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lND"Jh‘— cont, M‘ 3 M‘ N“ ~" s Ref.
ln:0| 444 13 406 4 g
In.O, 4449 406.3 :stl’; 3”1 :
In,O, 4449 407.2 K52 1 KO-11m
In,O, 4437 407.2 850.9 79-16n
In(OH), 4450 4050 B50.( o
In(OH), 4458 404 % ugul:: :?» : : :1
In(OH), 4446 405.4 K500 79-16n
Inl, 445.8 405 ¥ BS51.6 77-21 ¢
Inl, (red) 445.3 406.5 851.8 79-16n
Inl, (yellow) 445.7 405.8 851.5 79-16n
InBr, 446.0 404.8 K50.8 77-21 ¢
InBr, 445.7 405.2 8509 79-16n
InCl 444.8 405.7 850.5 77-21 ¢
InCl, 446.0 404.6 850.6 77-21 1
InCl, 445.8 403.8 849.6 BO-11n
InCl, 445.7 404.8 850.5 79-16n
InF, 446.2 403.7 849.9 75-7r
InF, 4459 403.7 849.6 79-16 n

(NH,)sInF, 445.6 404.1 849.7 7721 r
(NH),InF, 445.3 404.0 849.3 79-16n
InCl; (g) 394.1v" 80-2
InCl (g) 393.95v* 80-2
In (g) 393.25v" 80-2
*7.6 eV added to value for Mg N g Nys 1o give value for M NNy
TIN 3d5/2 MaNuNas a Ref.
Sn 484.87 437.27 922.14 79-8
Sn 484.85 437.6 922.45 79-12r
Sn 485.0 437.4 922.4 75-7r
Sn 4849 437.5 922.4 77-14«¢
Sn 484.8 437.4° 9223 79-9
Sn 4340v 79-5
SnS 485.6 435.7 9213 75-Tr
Sn— Sn ox A+1S -4.7 -32 151
Sn — Sn ox A ~4.1 79-5
SnO 486.8 432.15 918.95 82-5
SnO 486.7 432.0 918.7 79-111
SnO, 487.3 431.8 919.1 79-11¢
S$nO, 486.6 432.4 919.0 82-5

. 77-14r

SnO, 486.6 4326 919.2
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e L I MdVetfTes *---Eﬂ\
[in—oon _____F-—‘-'—‘"_'H_F__:.;T_y_ 918 4 75.7 h
aA86 7 4124 DI8.3 79"'[
\'n-\n“\ ARS 9 130K 918.2 75_7 ¢
(R,$n).0 an7 4 42024 v 79.%
Nasnk, e
n e toe for MV Vs 10 give value for M NN
“wie addcd no VA ue 1Y i, " 4(‘
sel ‘(f\ \fl\"-'vlt « ____‘_(_t;
_‘511“0-\‘ — 129 992.31 31.94 79-8
————— . .
S $28.02 j:,;_'u 992.15 ;9-12 r
sh 9 164.2 9924 7':’-: f
b = 465.7
sSh e
991.5 80-3
Ca.Sb 990.7 80-3
KSb 990.6 80-3
Na.KSb 990.6 80-3
Nalst‘ —
991.6 75-7r
$b:S, oo S 9915 757
Sb.S. 529.3 462.2 7 75-7 ¢
$b.0, 530.0 459.7 989. a1
KSbF 98P P e 789, 79-
Sb, (2) 45295 v » 79-2
TELLURIUM
Te 572.85 49%. é 3 : gg;?s 40.26 _7’3-:1;2
Te 572.9 492, i -12r
Te 573.1 491.8 1064.9 40.5 77-4
Te 492.2 71-1
Te — Te ox A+3.7 -5.2 -1.5 75-7
CdTe 572.7 490.8 1063.5 82-10 r
CdSeq (s Te, 572.6 491.1 1063.7 82-10r
TeO, 576.1 487.1 1063.2 43.4 77-5
TeO, 577.3 485.5 1062.8 44.6 77-5
Ie(OH), 577.1 485.1 1062.2 45.0 7751
;’:;Tc; 573.9 488.5 1062.4 42.8 77-5° 1
gl 575.8 488.2 1064.0 44.8 77-5r
s 575.4 487.8 1063.2 44.4 77-5 ¢
ke 575.3 487.6 1062.9 77-5 1
Mc') rCI 575 44.2
22%% 6 487.6 1063.2 42.8 7751
TeBr, 576.7
PhTeBr, 576 6 :87.3 1064.0 44.0 77-5
Ph,TeBr, 576.2 b 1063.4 43.9 7751
FC,H,TeBr ; . 1062.9 435 77-5«1
e i i 376.3 487.0 1063.3 43.7 7751




Appendix 4 Auger and Photoetectron Energies

507
TELLURIUM —comr. M, M NN, o d Ref.
BuleBr, S76.6 A%6 5
MePhTeBr, 576 .0 48{:;‘. :::::: ::‘2’ ;;g r
TeCl, $76.9 a86.1 .0 : B
: . ’ & . 10630 343 77-%
Ph.TeCl, 576.2 4%6.3
Te(thiourea),Cl, 5747 4853 063. ( i,
<! a), A, : 3 1063.0 42,0 775 ¢
Q. 1eC, H,TcOOH 576.1 4K6.6 1062.7 437 77-S ¢
}::rc‘;)a 576.8 485.5 1062.3 75-7 ¢
2R 47920 v 79-2, 79-8
*All 7_?-5 references with 't are assumed to be referenced to adventitious carbon C 1
necessitating a correction, .
IODINE 3y, M,N N a Ref.
Lil 619.7 517.0 1136.7  79-12r
Nal 618.9 517.2 1361 79-11«
Kl 618.7 517.0 1135.7  79-11r
Nil, 619.0 518.8° 1137.8 77-10
Cul 6190 518.6° 1137.6 77-10
Znl, 6198 517.5° 1137.3 77-10
Agl 619.4 518.3° 1137.7  77-10
Cdl, 619.2 518.5* 1137.7 77-10
Inl, 619.9 517.2 1137.1 79-11 1
KIO, 624.1 513.3 1137.4 79-11 ¢
I (g) = I(g) A~328 79-10
"11.5 eV added 1o the value for MN N 4 to provide value for M N (N o
XENON
Xe (implanted in graphite) 669.65 545.2 121485 79-127«r
Xe (implanted in diamond) 668.9 545.4° 12143 80-7 n
Xe (implanted in Fe) 670.2 S44.8 1215.0 75-7Tr
Xe (adsorbed on Pu) 669.5 5442 1213.7 745 n
Xe (g) — Xe (adsorbed on Mo) A-12 +6.3 +5.1 82-9
Xe (g) — Xe (adsorbed on MoO,) A -3.5 +7.1 +3.6 82-9
Na XcO, 674.1 S41.4 1215.5 77-21
Na ,XeO, 1216.37 754
Xe (g) 6764 v 5327 v 1209.1 69-1, 72-1
Xe (g) 5328w 73-9
*12.7 eV added to M N N, g value to give value for M N Ny
CESIUM My M NNy a Ref.
Cs 1296.6 80-3
Cs 1297.1 8O-19
1296.1 80-3

CsSb
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CESIUM - cont M, M NN a Ref.
o 1294.0 %0-3
Os.0, 129131 K0-19
ol 7249 S68.7 1293.6 82-§
CsOM 72418 S6K.7 1292 8§ 7912«
s, N0, 7239 S6K.4 1292.3 77-21
BARIL'M
Ba 779.3° 602.0"° 1351.3 BO-12r
Ba ox 779.1 598.4 1377.5 BO-12r
Ba — Ba ox A-0.2 3.6 -3.8 80-12
BaO 779.85 597.5 1377.35 79-12 ¢
BaSO, 780.8 596.1 1376.9 77-12 ¢
Ba ¢rucate 780.2 596.2 1376.4 82-5
Ba cyclohexancbutyrate 780.1 596.1 1376.2 82-5
Ba chloranilate 779.6 596.7 1376.3 82-5
Bak, 779.7 597.2 1376.9 82-5
"These data are assumed to supersede those in 80-13.
TANTALUM 4].7.": M§ Nhﬂvb? a M_; N‘b? Nb} M_Q 2 Ref.
Ta 219 1674.65 1696.55 80-16r
TUNGSTEN
wWC 32.5 1729.1 1761.6 1791.5 1807.7 78-8r1
WS, 33.0 1728.5 1761.5 1790.8 1807.7 T8-8 1
NIWS, 32.8 1728.7 1761.5 1791.1 1807.7 78-8r
K,W(CN), 32.8 1725.6 17584 1787.9 1807.5 788 r
(CsHq¢),WCl, 1725.9 1787.9 1808.5 T8-8 1
WO, 36.1 1723.8 17599 1786.3 1510.6 78-8r
H,WO, 36.1 17239 1760.0 1786.3 1810.5 I8-8r
W(OPh), 37.3 1723.8  1761.1 1786.2 18113 78871
CoWO, 36.0 1725.0 1761.0 1787.2 1810.7 TR-8r
CuWO, 36.1 17253 1761.4 17869 1810.7 78-8r
NIWO, 36.0 1724.3 1760.3 1786.6 1811.2 I8-8r
Fe,(WO,), 36.3 1723.8 1760.1 1786.3 1810.8 78-8 1
Na,WO,-2H,0 364 1722.8 1759.2 1785.3 18104 78-8 1
Li,WO, 35.7 1722.8 1758.5 1785.1 1810.6 78-8r
OSMIUM
K.OCl, 56.2 1907.7 788 r
K;Os(CN), §7.2 1909.58 77-12r
I N, W
hY o
EMTINU s 71.1 634 825
Pt 71.3 1960.7 20320 2041.1 78-8 1
K,PtCl, 73.4 2035.2 75-71
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u 840, 20159, ;
Au 84.0 2015.7 ﬁi:ﬁ:’,; 82-1e ¢
Au 840 t 80‘[6 r
Au 84.0 2015 8 694. g5
29 Bl-3r
*Probably mainly component N, vy —
SRCURY  4f,, | . ; :
MERCUKA ik u"N"’N"’ « Nh”u()q @ N,0,0,, Ref.
Hg 999
: {;- @) BO.55  180.45 7795 82-5
63.5v 77
THALLIUM
Tl 117.8 85.1 838
LEAD
Pb 137.0 2180.5 23175 80-16 r
Pb 136.8 96.25 23305 9295 g5
Pb 136.8 96.25  233.05 82-12
PbTe 137.25 95.45 2327 82-12
PbSe 137.6 94.75 23235 82-12
PbS 137.5 94.55  232.05 82-12
PbO 137.25 92.85  230.1 82-12
PbO, 137.4 93.05  230.45 82-12
Pbl, 138.35 9335 2317 82-12
PbBr, 138.8 926  231.4 82-12
PbCl, 138.9 92.1 231.0 82-12
PbF, 138.5 90.6 2991 82-12
Pb(OH), 137.95 91.95 2299 82-12
Pb(NO,), 138.5 91.7  230.2 82-12
PbSIO, 138.65 91.1 229.75 82-12
PbSO, 140.0 90.1 230.1 82-12
pr,o s 138.0 92.6 230.6 82-12
PbCrO, 138.3 92.75 231.05 82-12
PbZrO), 138.5 91.7  230.2 82-12
Pb(10,), 138.2 92.7 230.9 82-12
PbWO, 138.7 91.8 2305 82-12
4
PbNCN 137.5 94.0 2315 82-12
82-12
Pb(OAc), 138.5 9145  229.95

“This component, made up chiefly of NoO,50 s lines, is believed to be most easily measurable
in most compounds (cf. Ref. 77- 1).

. ' Ref.
BISMUTH 4f;.5 NyO,s0s a N704504s

Bi 157.0 103.7 260.7 100.1 82-5

urable
“This component, made up chiefly of N, O 4O y lines, is believed to be most easily meas
in most compounds (cf. Ref. 77-1).
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Appendix 5

Empirically Derived Atomic Sensitivity
Factors for XPS

The following empirically derived set of atomic sensitivity factors, relative to
F1s = 1.00,1s obtained from a combination of data from the Varian IEE and
Physical Electronics (Perkin-Elmer) 550 spectrometers. These spectrometers
utilize scanning by varying the retarding voltage applied to the emitted elec-
trons, with the analyser operated at constant-pass energy. This gives a trans-
mission function for the spectrometer varying with the inverse of the electron
kinetic energy. The factors therefore should be applicable to other spec-
trometers with the same transmission characteristics (cf. M. P. Seah, Surf.
Interface Anal., 2, 222, 1980), but will not be applicable to those operating in
a different mode. These data are reproduced from C. D. Wagner, L. E. Davis,
M. V. Zeller, J. A. Taylor, R. M. Raymond and L. H. Gale, Surf. Interface
Anal., 3, 211 (1981).

Strong line Secondary line¥
Area Heightt Area Height
ls Ls 25 2s

Li 0.020 0.020
Be 0.059 0.059
B 0.13 0.13
C 0,25 0.25
N 0.42 0,42
O 0.66 0.66 0.025 0.025
K 1.00 1.00 0.04 0.04
Ne 1.5 1.5 0.07 0.07
Na 23 2.3 0.13 0.12
Mg  3.5.§ 3.3 0.20 0.15

511
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s
S _ Q“mg h—m‘_ | Secondary lined
\rca Hewht! Arca Height!
\4“ . ‘d\ ?‘.‘ . 2,.‘ 2-'
g ol 0l 020 0.15
Al O ANS OIS 023 017
N 027 02s 026 0.19
r 0w LRI 02 0.21
5\ (LAY | 049 033 024
Q 073 0.6l 037 02§
Ar 0.9 0.78 0.40 0.26
LN O3 1.2 (URR) 0.43 0.26
Ca LQs 15N 1.08 0.47 0.26
= (LD (1es) (L 0.50 0.26
T (1.2) (L.y) (1.2 0.54 0.26
3p 3
T (12 (1Y) (R.2 0.21 0.15
Voo(13) (195 (13) 0.21 0.16
G (15 (23 (1.5) (0.21) (0.17)
Ma (L7) (26) (1.7) (0.22) (0.19)
Fe 2.0) (3.0) (2.0) (0.26) (0.21)
Co (23) (33) (2.5) (0.35) (0.25)
N (3.0) (+.5) (3.0) (0.5) (0.3)
Ca (32) (63) (4.2) (0.65) (0.4)
Zn a8 48 0.75 0.40
Ga 54 54 0.84 0.40
Ge 6.1« 6.0. 0.92 0.40
As  6.5. 6.8. 1.00 0.43
Area Area
Height Height
My, M My, 3y 3p 3p52
Ga 0.31 0.31 0.84 0.40
Ge 0.38 0.37 0.91 0.40
As 0.53 0.51 0.97 0.42
Se 0.67 0.64 1.05 0.48
Br 0.53 0.77 1.14 0.54
Kr 1.02 091 0.82 .23 0.60
Rb 1.23 1.07 0.87 1.30 0.67
Sr ].4% 1.24 0.92 1.38 0.69
Y 1.76 1.37 0.98 1.47 0.71
Z1 2.1 1.5 1.04 1.56 0.72



Appendix 5 Empirically Derived Atomic Sensitivity Factors 513

Strong line

= Secondary linet
Arca
: Height i Height
3de; 3y, Py 3p d,,
Nb .44 2.4 1.57 1.10
Mo 166 275 174 't L
Te  1.89 315 1.92 124 0.73
Ru 215 36 2.15 1.30 0.73
Rh 24 4.1 2.4 1.38 0.74
Pd 2.7 4.6 2.7 1.43 0.74
Ag 3l 5.2 3.1 1.52 0.75
cd 35 3.5 1.60 0.75
In 39 3.9 1.68 0.75
Sn 43 4.3 1.77 0.75
Area Height? Area Height
ad ad
Sb 4.8 4.8 1.00 0.86
Te 5.4 5.4 1.23 0.97
| 6.0 6.0 1.44 1.08
Xe 66 6.6 1.72 1.16
& 13 7.0 2.0 1.25
Ba 7.9 7.5 2.35 1.35
La (10)% (2)
Ce (10) (2)
Pr (9) (2)
Nd (7) (2)
Pm (6) (2)
Sm (5) (2)
Fu (5) (2)
b (3). (2)
‘d 4{’111
Dy (208 (0.6)%
(0.6)
Ho (2)
(0.6)
I (2)
(0.6)
I (2) (0.6
Yb (2) 2

ly (2) (0.6)




y Auger and Photo-electron Specty,,

lysis D)
rical Surface i ‘ “opy
s14 Proc Sccondary lines
» g hin€ \\ Y
/:-il‘lg"/‘ Arca
ATEA Height & e i:,,.
—— "l .
M 1.42 2.3ﬁ
208 1.70 1.50 2.50 r:':
i 24 18Y 157 26 i
W 218 2 1.66 275 @
. 3. : 1.75 2. ;
Re 31 9.2 9 0.99
Os
1.84
sag 395 2.4 1.92 0959
::: sss 4.4 2.55 505 g.:
58 495 2.8 : :
e Sy &5 3.15 2.15 0.95
A Area
Arca . )
—  ———— Height Area Height 5d 5
/- if fin s 4ds) b 53,,1
35 615 35 225 0.95 0.9 0.55
W 385 67 38 235 1.00 1.0 06
Bi 425 74 4.25 2.5 1.00 1.1 0635
b 7.8 78 35 1.2 0.9 1.5 0.9
U 9.0 9.0 3.85 1.3 1.0 1.6 1.0

*Height sensitivity factors based on line widths for strong lines of 3.1 eV, typical of lines obtamned

m survey spectra on insulating samples. When spin doublets are unresolved, data are for the

comvoluted peak height

=Factors for the strong lines are insensitive to the radiation source (Mg or Al). Factors for the

sccondany lines (25, 3p, 4d and 3d) are dependent to an extent upon the photon energy. Values

shown are average for Al and Mg, For more accurate results, multiply the factors by 0.9 whes

Mg radiavion 1s used and by 1.1 when Al radiation is used.

E&mcd data are for peaks obtained only by using Al X-rays.

rﬁ?'m parentheses indicate great variability with chemical state, because of the prevalence of

wazx::r:m :ﬂrm:csscs Data shown for the series Ti-Cu are for diamagnetic forms; data for

i gp-;;n: “"n'd"‘ s;‘" be lower in general. Data for the rare earths are based on few experr

¥ M ot the S 'Juld be regarded only as a rough approximation.

— ©! the area data are suppled for spin doublets for 3 f the considerabe
of many of those lines. Dara f i e

Metals and th Or combined spin doublets in the 2p senes for

i for the rare earths are suppli
| . .up lmes,
which make 1t desirable 10 deal with Eglzda:c:usc:! the prevalence of shake-up
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Appendix 7

(a) Line Positions from M
Numerical Orderg X-

pract!
by AUE
Edited b
o 1983

rays, in

a——

» Hi4f, 102 Si2 )
_!_: 3 :.{f 105 (;ahg;) 5:;2 Nb 3ds 359 Lu4p, 575
35 Tadf- 108 Ce id. 213 m.-‘]”‘ 359 Hg dd, 577 s 863 Ne s
0 F» 110 Rbids 229§ Ads 362 Gd (A) 594 Crap, 872 Cd (A
: S25 364 Nb3p, 599 Ec(m) 875 N(A))
. 882 Ce 3d,

31 Geds 113 Bels 229 T
- ] 3 “~ 1a ‘1‘!
W4 113 Ge (A s 368 Ag 3d :
40 \_' 3p 114 Pr 4(d ) g:,:g :ldt? 3“5 378 K 25 : 2:3 f‘iﬁp\ 897 Ag (A)
i1 Ne2s 118 TI4f, 241 I, 380 Udf, 632 Lal(, 920 Sc (A)
43 Re4f- 119 Al 2 5 Ar2p, 385 Tldd. 64 (A) 928 Pd(A)
44 As 3d: 120 Nd 44 22? g 44‘:15 396 Mo 3;,‘ ‘57 %4:(2'{1; 830 Pr 3d,
35 Crip; 12 edd; 402 N1s 34 Cu2p
S Cripl 134 Gedp, 204 Na(A) 402 Eu(a) 70 Mn(h) o %
S0 1 4d« 133 Pzp n 402 SCZp 6 ‘ 61 Ca(A)
2 : 269 Sr 3 y 672 Xe 3d; 970
S Mg2p 133 Srid. 270 Cl2s° 405 Cd 3d; 677 : S
] 5 0 Cl2s e Thad. 980 Nd 3
2 0s4f; 136 Eu4¢; 2 410 Ni(A) 684 Cs(A) d 3d,
S 2= 1 79 Os 4d 4 Cs(A) 981 R
5 Fedp, 138 Pbdf, 2 § 7 Thids 04 T
: - 82 Ru 3d s Fls 993 C
6 Lils 143 As3p s 435 Ne (A) 710 (A)
: - , 284 Tb Fe 2p; 1003 K (A
$7 Se 3d, 150 Tb dd % L taa 3 o
y A 287 C 1 Xe (A) 1005 Th
61 Co 3p, 153 Si2s s 440 Sm (A) 715 S i
3 293 Dy 4 : n3p; 1022 Zn2
62 Ir4f; 154 Dy 4d y4dp, 443 Bidd, 724 Cs 3d #'3
r 4f; s 12 3ds 1035 Ar
63 Xe 4d. 158 Yy3d 293 K2p; 445 In3d; 729 Cr (A‘ (A)
Silogullvodifo 297 Ir 4d, 458 Ti2p, 737 ) 1071 CI(A)
£ i af, 301 Y3 3 1(A) 1072 Nals
67 Ni 3p, 161 H' 7 p, 463 Rulpy 739 U
- 4d 306 Ho 4 3 4d; 1082 B (A
69 Br 3d, 163 So 0dp, 483 Co(A) 743 O # )
1. 3 309 Rh 3 743 O (A) 1083 Sm 3d
73 Pt 4}!_" 165 .c P 3 3d, 486 Sn 3d 765 T s
‘ £ 116 s e (A) 1088 Nb(A)
%Al 2p, 316 Prdds; 498 Rh3p, 768
69 Erd4d 3 : P Sb 3py 1103 S (A)
75 Cs 4d 19 Ar2s 501 Sc2s 780
% 180 TmM 32 - : Ba3d5 1117 GaZp
77 Cu 3y 320 Erdp; 515 V2 :
DOy i MR WA MUK NS
87 Zn *;:1 i Br3p, 333 Tmdp; 530 Sbh 3d< 794 Sb(A) 1162 p[l,(':)
B8 Kr 3d. 133 Yb d4d 335 Th 4f, 531 Ols 819 Sn(A) 1169 TI ((A))
9 Ba 4 Ga(A) 336 Audds 534 Pd 3p, 822 Te3py 1176 HelA
90 My 7 :31 B s 337 Pd 3ds 553 Fe (A'i 834 usﬂ;‘ 1184 A&L’;:A;
100 Hg 4f, | I P2s 337 Cu(A) 555 Pr(A) 839 7T (A) 1186 Gd 3d
Wiy Losrisd 2 A 65 Tids 846 In(A) 1192 PL(A)
¢ 199 Cl2p, 347 Calp; 573 Aglpy 855 Ni 203
¢ line and the two most intense
brevity, 293 equals 212 3ds

An A in p:
Phow-clcc!:‘::;mhew’ denotes Auger line. The sharpest Auge
Equals 34, , .h“c-“ per element are included in the table. For
Source: H&;;'d;,lc' f\ll lines are on the binding energy scale.
| ook of X-ray Photoelectron Sp(crrus'cop_v. C. D. Wagner, Ww. M. Riggs, L. E.
in-Elmer Corporation, Eden Prawre

Javis, J
3 : F A
(197g) " = Moulder and (ed.) G. E. Muileaberg, Perk

519
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(b) Lin

17 HI 4f-
0D

25 Ta 4f:
30K 2

34 W 4
40V ¥

4] Ne 2
43 Re 4/
34 As M
45 Cr 3pa

48 Mn 3p;

S0 1 4ds
32 Os 4f-
35 Fe 3p.
S6 L ls
57 Se Adq
61 Co 3{);
62 Ir 4f-
63 Xec 4d;
64 Na 2s
69 Br 3(!5
73 Pt 4f5
74 Al 2p
75 Cs 4ds
77 Cu 3p,
85 Au df,
87 Zn 3p,
88 Kr 3d.
90 Ba 4d.
90 Mg 25
99 Er (A)
100 Hg 4f,
101 La 4d,
102 1 2p,
105 Ga 3p,
108 Ce 4,

110 Rb }t!.
113 Be Iy
114 Pr M
PIs T
119 Al 2
120 Nd &d
124 e -"’l
132 Sm 4
133 P 2p,
1_\3 St 3(!\
136 Eu &d
138 Pb 4/,
141 Gd
142 Ho (A)
150 Tb 4d
153 Si 2s
154 Dy 4
158 Y 3dy
159 Bi 4f;
161 Ho &
163 Se 3p,
165 S 2p;
169 Er 4d
180 Tm 3d
181 Zr 3d,
182 Br 3p,
184 Se (A)
185 Yb 4
191 B s
191 P 2s
195 Dy (A)
197 Lu 4dg
199 Cl 2p,
206 Nb 3d,
208 Kr 3p,
213 HI 4d.

2298 2

¢ Positio!
Numeric

Pract

229 Ta .
230 Mo Mo
238 Rb 3ps
241 At 2
245 W dd.
:‘_h_‘ Re 4(0"»
265 Th(A)
266 As(A)
269 Sr 3,
270 Cl 2
279 Os 4(15
282 Ru M«
287 C 1s
203 K 2p,
297 Ir 4ds
301 Y 3p;
305 Mg (A)
306 Ho 4p,
309 Rh 3ds
316 Prdds
319 Ar s
320 Er 4p.
331 Zt 3[’1
333 Tm 4p,
335 Th 4f,
336 Au 4d;
337 Pd 3
342 Yb 4p,
346 Ge (A)
347 Ca 2p,
359 Lu 4p,
359 Hg ds
364 Nb 3p,
368 Ag }‘!'«
378 K 2
350 U 4f,

ical Surface Analysis

s from Al X-rays, in

al Order

185 Tl 4d«
w6 Mo 3p,
402 N Is
402 Sc 2p,
405 Cd R
413 Pb 4d.
422 Ga (A)
439 Ca Dy
443 Bi dd;
445 In 3ds
458 Ti 2p,
463 Ru 3p;
486 Sn M_&
497 Na (A)
498 Zn (A)
498 Rh 3p;
501 Sc 2s
515 V 2p;
530 Sb 3ds
531 O 1s

573 Ag 3p:
575 Te 3d;
577 Cr 2p,
595 Gd (A)
ol8 Cd 3p,
619 1 3d,
635 Eu (A)
641 Mn 2P1
643 Ni (A)
666 In 3p,
668 Ne (A)
672 Xe M,
673 Sm (A)

667 Th dd.
66 Fols
710 Fe 2p;
715 Sn 3p,
716 Co (A)
724 Cs 3d.
739 U 4d.
752 Nd (A)
768 Sh 3p,
780 Ba 3d;
781 Co 2p,
786 Fe (A)
788 Pr (A)
822 Te 3}7\
827 Ce (A)
832 F (A)
834 La 3d:
855 N1 2p;
863 Ne ls
865 La (A)
882 Ce 3d:
890 Ba (A)

903 Mn (A)

917 Cs (A)
930 Pr Ad:
934 Cu 2p;
944 Xe (A)
962 Cr (A)
970 1 (A)

976 O (A)
980 Nd 3
998 Te (A)
1017 V (A)
1022 Zn 2p,
1027 Sb (A)
1052 Sn (A)

1072 Na ls
1072 Ti (A)
1079 In (A)
1083 Sm 3d,
1105 Cd (A)
1108 N (A)
1117 Ga 2p,
1130 Ag(A)
]136 EU Ms
1153 Sc (A)
1161 Pd (A)
1186 Gd 3d
1187 Rh (A)
1194 Ca (A)
1205 U (A)
1214 Ru(A)
1219 Ge 2p;
1226 C (A)
1230 Th (A)
1236 K (A)
1244 THb 3d;
1268 Ar(A)
1301 Mo (A)
1304 ClL(A)
1305 Mg Is
1315 B (A)
1321 Nb(A)
1326 As 2.P].
1336 S (A)
1388 Bi(A)
1395 Pb(A)
1402 T1(A)
1409 Hg (A)
1417 Au(A)
1425 Pt (A)

An A in parentheses denotes Auger line. The sharpest Auger line and the two most imtense

photo-electron hines per element ¢

are included in the bl

» . c :
equals 3 o, ete All ines are on the inding encrgy scale RIS AP e s

Source: Handbook of X-ray Photoelec ' Wagner, W iges. L
o A-ray wlectron Speciros y, . ' ]

Davis, J. F. Moulder and (ed.) G. E. Mulknt::tm‘"l{:.k( 2. Wagaee W, M. SAE 'E-

(1979). g Perkin-Elmer Corporaton, Eden Prare
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Appendix 8

Kinetic Energies of Auger Elec
Experimental Data from Spectra Acqut:red

' C. D. Wagner
29 Starview Drive, Qakiand, CA 94618, USA

The following table is believed to represent the best available data on the
most pTOFHIHEHI Auger |lﬂ§5 in X-ray excited spectra. Lines presented are
mostly of the core typf:t with no attempt made to include the valence-type
lines such as KVV for Li-O, LVV for Mg-C1, MVV for Cr-Y and NVV for
Ir-Hg. The low energy NOQO lines for TI-Bi and the rather prominent Cos-
ter-Kronig lines for the heavy metals are not included. Certain lines of very
low intensity, such as KLV, LMV and MNV lines, and shoulders on the
intense lines are also not included.

Data are presented mainly for elemental conductive states. Gas phase data
are supplied when the data are significantly more detailed than the solid
phase. Data on oxides are included as well for certain elements where the
spectra are significantly different for element and oxide. Other tabulations
should be consulted for data on chemical shifts.

Most of the data are derived from information used to produce r_efercnce
79~1. Other references of particular value for the distributions of lin¢ ener-
gies are noted. Data are Fermi level referenced unless otherwise nolcd: For
many lines, the energies are close to those observed with conventional

2 sl omp s
clcc"""'C:‘Kt‘ilcc.i. vacuum-referenced dN/dE data, cu:,lom.ms U&B(: (::i ::atg::y
clectron spectroscopy, because the work function of 4-5 eV approxin
i the inflection point on

offsets the difference between the peak position and
the high-energy side. Some notations used are:
= gas phase
(33 = fefesenced to vacuum level
i = interpolated or extrapolated value
b = broad line
1 = low intensity
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Index

Adhesive tape, 359 (see Sample,
mounting)
Analyser (see Electron,
spectrometer)
Angular, asymmetry in XPS, 197
effect of intensity, 133
momentum (see Orbital)
surface sensitivity, 133
vanation technique, 362, 378, 387
Anisotropy of, adsorption (see
Segregation)
segregation (see Segregation)
Aperture, electron specrometer,, 187
Appearance potential spectroscopy,
(APS), 6
Area measurement, 448
Argon ion sputtering (see lon,
sputtering)
Asymetry, angular in XPS, 197
Atom probe field ion microscope, 11
Atomic mixing, 156
Auger, electron, energies, 96, 429, 477,
521 (see also Spectra)
intensities, 97, 190 (see Relative
sensitivity factors and also
Quantification)
lineshape, 410
mapping, 405 (see Scanning Auger
~ microscopy)
yield, 182
Parameter, 125, 294, 303, 477
series, electron excited, 98
X-ray excited, 116

B'Ckg;)und subtraction, in AES, 194,
in XPS, 204, 449, 465

kscattering factor, electron, 183, 149

cout, UHV system, 19
Ball Cratering, 168

Band structure calculation, 123, 116
Baseline (see Background)
Beam damage (see Electron)
Bifunctional catalyst, 311
Bimetallic catalyst, 312
Binding energies (see Photoelectron
energies)
referencing, 360, 437, (see Charge
referencing and Electron, flood
guns)
Bond energies in, fracture, 274
segregation, 266
Bonding in electronics, 237
Bremmstrahlung (see X-rays)

Carbon fibre, 390, 471
Catalysis, 283
Catalyst, bifunctional, 286, 290, 298,
335
bimetallic, 286, 290, 298, 33§
cobalt-molybdenum, 286, 33§
Cathodic charging, 25§
Charge potential model, 119
Charging, correcting for, 120, 125, 234,
361, 437, 442
problems, 234, 288, 291, 299, 360
sample mounting, 27
Chemical etching, 220
Chemical shift, Auger, 103, 124, 423,
4am
XPS, 119, 290, 409, 477
in polymers, 363
in metals, 410
CI::mical vapour deposition (CVD), 231
Chemisorption, 284, 297, 305 s
Composition, depth profiling (see 0362
lon, sputtering), 41, 141, 219, 362,

406
| cratering, 168
::jangle dependence of peaks, 164

527
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Composition — conl.
by intensities of peaks, 1
calibration of concentratio

148
calibration of depth scale, 146
contamination in, 157
crater wall, 168
depth resolution, 152
depth scale, 146
quantification, 148, 212
segregants, 258

Conduction band, 115

Configuration interaction, 129

Constant analyser transmission (CAT),

8§, 114
Constant retardation ratio (CRR), 85,
114

Contact angle, 378, 380, 388

Contacts, ohmic, 222

Contamination, 18, 157, 166, 256, 359,

360, 382, 400, 438
Core level (see Photoelectron energies),
112
ionization, 93
lifetime, 114

Corona discharge, 383, 388

Corrosion, 397
inhibitor, 421

Coster—Kronig transitions, 114, 116, 184

Crater edge depth profiles, 168

Creep embrittlement, 278

Cross sections (see Core level)
ionization by electrons, 182
ionization by X-rays, 113, 198
photoelectron, 113, 198

Curve fitting, 454, 459
synthesis, 459

Cylindrical mirror analyser (CMA), see

Electron, spectrometer

168
n Sca'!o

Damage (see Sample)
Data (see under particular item, e.g.
Relative sensitivity factor)
analogue, 445
analysis (in XPS), 445
banks, 203
collection, 445
digital, 445
normalization, 468
smoothing, 450, 453
system, 446
Dgconvolulion. depth profiling, 170
in electron spectra, 121, 454

mpsey charge field, 332
gm?ty of states, local (LDOS), 105,

115
Derivatization, 366, 386
Derivative spectra (see Spectra), 93
AES, 432
XPS, 455
Detection level in XPS, 399
Detectors, efficiency, 186, 189
multichannel, 13
Dielectric constant, 108
Difference spectra, 468
Differential spectra (see Spectra and
Derivative spectra)
Diffraction (see Electron, diffraction)
Diffusion, dopant, 221
grain boundary, 237, 279
pumps, 23, 34
Dopants, 221

Elastic peak (AES), 92, 110, 433
Electrochemistry, 397
Electrical discharge treatment, 383, 388
Electron, beam damage, 322, 328, 360,
367, 368, 406, 409, 416, 423
bombardment evaporation, 40
diffraction, low energy (LEED), 4, 71
73, 92, 136, 286, 305, 318, 322
photoelectron, 133, 135
reflection high energy (RHEED), 6,
92, 286
elastic peak (AES), 92
emission secondary (SEE), 4, 92
energy loss spectroscopy, high
resolution (LEELS or HREELS),
g.s l12. 58, 288, 294, 305, 310, 322,
flood gun, 303, 329, 361, 438, 442
guns, 60
microscope, scanning transmission
(STEM), 6
sources, §7
spectrometer, 70
aperture, 187
calibration, 288, 409, 429
zommcrcial instruments, 200
oncentric hemispherical anal
_(CHA), 71, 77, 80, 432 7
cylindrical mirror analyser (CMA),
75, 190, 201, 43]
;tcnc'iut;‘. 83, 199
emispheric
Iuminou'ty. ;13 TN



esolution, 71, 77, 82, 113, 191
resolving power, 71
retardation, .M .
retarding field analyser (RFA), 71,
A
{ransmission funclion, 113, 189
cobe microanalyser (EPMA), 198
gpectrum (see Spectra), 91
spin, 83, 113, 128
¢pin resonance (ESR), 323, 347
imulated desorption (ESD), 11, 234
Electrostatic sphitting (see Multiplet)
Embritthng scgregants, 252
Energy, calibration (see Electron,
spectromeler)
referencing, 299, 329, 360, 437
Escape depth (see Inelastic mean free
path), 186
Etching (see lon, spultering)
chemical, 220
plasma, 220
Etendue, spectrometer, 83, 199
Evaporation, sample preparation, 37
Exchange splitting (see Multiplet)

Fast atom bombardment mass spectro-
swopy (FABMS), 11, 368

Fermi level, 93, 115, 301, 429, 478

Fibres, XPS of, 390, 395

Field emission electron source, 63

Field ion microscope, atom probe, 11

Fixed analyser transmission (FAT), 83,
114

Final states configuration, 90, 102, 120

Fine structure, AES, 102

Fracture of grain boundaries (see
Segregation), 254

Mage, 37, 254
Functional group labelling (see
valization)

:“" admmsion systems, 43

""a%ian function, 439

hows, XPS, 12¢

™ dncharge, 377

G decoration (see Charge
"lerencing), 440

hergy. 13

'-'mugc‘ m

ur“'.. m

M
ing of lamples (see Samples,
“anding)

Indey
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Hemispherical analyser (HSA) n.n

L]
Heterogene
High press:
History, §
Hole-hole interaction cnergy, 9. 108
Hydrogen embnittlement, 25_.1 A

Ous catalysis (see ( atalysr)
ire cell (UNY system), 306

Inelastic mean free path (IMFP), 148,
186, 192, 402
Information depth (see Inelastic mean
free path)
Infrared spectroscopy, 372
Instruments, commercial spectrometers,
200
Integrated circuits, 217
Intensity, AES, 97, 189
XPS, 203, 209
Intergranular (see Segregation)
fracture, 248
Intermediate coupling scheme, 90
Internal standard (see Charge
referencing), 442
lon, beam techniques, 9
guns (see lon, sources)
implantation, 221
neutralization spectroscopy (INS), 10
pumps, 23
scattering spectroscopy (ISS), 9, 12
secondary mass spectroscopy (SIMS),
9
sources, 64, 143
grid cage type, 64
liquid mectal, 68
Penning, 65
saddle ficld, 67
sputtering, angular dependence, 158
atomic mixing, 156, 160
beam uniformity, 157
charging of insulators, 156
chemical changes, M, 362
cleaning, 33
cones, 36, 144
contamination, 157
depth resolution, 152
depth walc, 146
induced diffusion, 156
induced segregation, 136
preferential, 156, 160 @ 211

uantification in, a1, ]
i phical changes, M, 16, 156
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lonuzation — conl,
cross sections (see Cross sections or
Photoclectron)
loss peaks, 93, 111
loss spectroscopy (ILS), 6

J~J coupling, 88, 94, 11}

Kinetic encrgy, 429
Knock-on in 1on sputtering, 36, 160

Lanthanum hexabonde, 59, 63

Leak valves, 44

Lifetime, 114

Lineshape, AES, 104, 125, 410

XPS, 113, 131

Lorentzian function, 459

Loss spectrum in XPS (see Plasmons
and lonization, loss), 288

Low energy clectron diffraction (LEED),
4, 71, 73, 92, 136, 286, 305, 318,
322

Low energy ion scattering (LEIS), 399

L-S coupling (Russell-Sanders), 88, 106

Madelung energy, 120
Mass spectroscopy, secondary ion
(SIMS), 9
fast atom bombardment (FABMS), 11
gas analysis, 45
Matrix, effect on sputtering, 214
factor, AES, 187, 211, 253
sputter modified, 214
XPS, 199, 211
Mean free path, inelastic electron, 148,
186, 392, 402
Metallization, 222
Modified Auger parameter (see Auger
parameter)
Modulation voltage, 190, 432
Monochromator (see X-rays)
Monte Carlo calculations, 184
Multilayer structures, 167
Multiplet splitting, 128, 290, 411, 413

Nomenclature, core levels, 87
Normalization (see Data), 468
Nuclear microanalysis, 400

Optical microscope, 398
Orbital angular momentum, 87, 89, 113
Overlayers, quantification, 211

Index

Oxidation, heavy metals, 421
light metals, 415
polymers, 378, 187
semiconductors, 219
transition metal alloys, 415
transition metals, 415

Packaging in microelectronics, 237
Panty, 9%
Patterning, 220
Peak, area measurements, AES, 194
XPS, 203
shape, AES, 193
to peak signal, AES, 189
widths, AES, 192
XPS, 113
Photoelectron, energies, 362, 429, 477,
515, 519
intensities, 208, 511
Photoemission cross section, 113, 198
Photo-lithography, 220
Plasma, deposition (PVD), 231
etching, 220
polymerization, 377
Plasmon loss, 92, 108, 133, 471
Polyacetylene, 395
Polymer, 359, 422
conducting, 391
florinated, 374
metal interaction, 394
surface analysis, 368
surface modification, 374, 393
weathering, 391, 394
Polytetrafloroethylene (PTFE), 21
Powder samples, mounting, 27
Pre-adsorption, 296
Precipitates, 257
Proton induced X-ray emission (PIXE),
11

Quantification (see Sensitivity factors)
AES, 181, 211
catalysts, 321
corrosion, 400
overlayers, 211, 252
scgregants, 253
spectrometer terms, 83
sputter-depth profiles, 145, 212
XPS, 196, 288, 304
Quantum number, 87
Quasi-atomic Auger spectra, 105
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mage (s Electron, beam)
pion SAAEE UG
‘l’. I:9
ies (see Electron,
Ilt"‘“m.mmclcr calibration), 429
"_ -n high encrgy ‘clc\:uon
ReflesH? ction (RHEED). 6, 92, 286
- roscopy, 167, 380

IR §
R‘ﬂf:fnscﬂﬂ““"" factors, AES, 190
RelaOY

. 511
t'{m'\;:,?cﬂcc , 434
96, 120, 124, 129

ic. 96, 120, 124

ﬂ'lic. %a lml 124

in electronics, 240

clectron beam (see Scanning
micmsct_!py). 60

ness, 187 '
:ﬂl—snundcrs coupling (L-S), B8,

106 :
Ruzhcrford backscattering spectroscopy
(RBS). 10, 141

, clean, 32
S‘?al::asc. AES (see Electron, beam

damage) :
ions (see lon, sputtering)
XPS, 132?5 185
ling, 23,
::l‘ilngsand cooling, 27, 261
msertion, 29
mounting, 26
positioning, 46
preparation, 26, 32
transfer, 408 -
Satellites, XPS,
Scanning Auger microscopy, 218, 225,
199, 406, 415
Secondary, clectron emission (SEE), 4,
2
clectron microscope (SEM), 320, 367
jon mass spectroscopy (SIMS), 9, 70,
219, 368, 400
Segregation, composition depth profile,
258
coupling terms, 268
grain boundary, 219, 398, 419
amsotropy, 259
BET theory, 263
fracture, 254, 274
Guttmann theory, 269

bR |
McLean theory, 263
prediction, 264
§mpurity. 17, 46
interfacial, Al/Cy metallization, 225

oxide/semicon
kinetics, 270 PR 210
multicomponent, 269
qQuartification, 253
site competition, 267
surface anisotropy, 262
catalysts, 298

cvaporation, 272
oxide, 220

polymers, 370
prediction, 265
Sensitivity factors, AES, 190
XPS, 208, 511
Shake off, 132
Shake up, 130, 208, 290, 364, 389, 411,
412, 414
Shirley background (see Background)
Signal (see Data)
Silicides, 222
Single crystal, 305
Spatial resolution, AES (see Scanning
Auger microscopy), 368, 403
Spectra (see Data)
addition, 449
display, 448
smoothing, 450
subtraction, 449
Spectra given in figures,
AES, Ag, 102
Al, 109, 110
B, 98
Be, 98
C. 92, 98, 104
cd, 102, 107
Co, 101
Cr, 100
Cs, 118
Cu, 101, 192, 195
F. 98, 126
F‘l 1m' 257
lnl 102' 103
Mn, 100
N, 98
Na, 98, 117
Ni, 101
0. 98, 127

P, 257
Na lm
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Spcc".a — conl.
Rh, 102
S, 106
Sc, 99
Si, 191
Sn, 102
Ti, 99
vV,
Zn, 117
Bremmstrahlung, 118
Synchrotron radiation, 57
XPS, Ag 112, 116
Al 292
Au, 132
C. 364, 369, 375, 382, 385, 389,
390, 457, 471
Cl, 131
Co, 346
Cr, 129
Cu, 196, 204, 207
F, 207, 376, 377
Fe, 207, 412
Ge, 316
In, 291
Mo, 346
N, 121
Na, 334
Ni, 413
0, 300, 376, 385, 390, 452, 458
Pt, 132
Rh, 324
Ru, 333
Si, 331
Sn, 207
Ta, 162
Vv, 123
W, 463, 467
X-ray Al, 54
Spectrometer (see Electron,
spectrometer)
transmission function, 189
Spike, removal, 448
Spin, momentum, 88
orbit splitting, 88, 113, 130, 380
quantum number, 88
Spot size, electron beam (see Scanning
Auger microscopy), 60, 368, 403
Sputter-depth profiles, 41
" quantification, 148, 212
puttered ncural mass s rosco
(SNMS), 10, 11 e &
Sputtering (see lon, sputtering)

Index

yield, 3§, 213
angular dependence, 158
Stress corrosion cracking, 273
Stress relief cracking, 27§
Stripping, 220
Surface analysis, industria)
worldwide use, 3 -
Surface segregation (see Segr
Synchrotron radiation, 8, ig‘&%

Take off angle, 162, 182

Temper brittleness, 276

Textiles, 390, 395

Thermocouples, 29

Time dependence of spectra, XPS, 117

Titanium sublimation pumps, 25

Transition metals, 100

Transmission function, electron
spectrometer, 113, 189, 202

Turbomolecular pumps, 24, 34

Ultra-high vacuum (UHV), 18,
306, 359, 440
design, 21
handling, 22, 25
materials, 18
pumps, 23
pump speed, 21
seals, 19
Ultra-violet photoelectron spectroscopy
(UPS), 8, 12, 294, 321, 322, 347
Uncertainty principle, 114

Vacuum (see Ultra-high vacuum)
conditions, 17
effects, 408
level, 432
Valence band, 114, 121
spectra, 294, 365
Vcr';'clc;rgc scale integration (VLSI), 217
Viton seals, 20

Work function, 50, 303, 434
source, S8, 112, 115, 120

X-ray, absorption fine structure
spectroscopy, extended (EXF.;)FSJ- 9
surface extended (SEXAFS).
odes, 50
gcm:mrahluns. 53, 112, lg- 437
diffraction, 311, 315, 319, 3
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o induced by protons (PIXE),
emissio

11

,ncrsi“' 50

ace, 94, 398

533
satellites, 126, 361
subtraction of, 449
sources, 48, 128

spectroscopy (XES), 7
window, 53, 118

Yield, Auger electron, 182

sputtering, 212

Zeolites, 287, 295, 322, 325



